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INTRODUCTION

This is a how-to-do book. 1In it I shall present the
methods of building theory. But the methods will not be
bound to mindless routine, rather to intelligent usage. By
setting forth the methods in the context of the logic of
theoretical knowledge, understanding of the methods will be
emphasized throughout.

One does not build theory from scratch, for theorizing
has been going on at least since the time of the Pre-
Socratics. That means, of course, that theorizing was going
on before 470 B.C., the probable birth date of Socrates.
Theory is built upon extant theory. Consequently, to build
theory one must be able to criticize theory. One must be
able to achieve an understanding of extant theory and to
judge what needs to be done, if anything, to the theory.
Only then is one in a position to make constructive moves.

To be able to achieve an understanding of extant theory
_.is to be able to describe dnd interpret it. When one is
able to give such a detailed account of theory, one is able
to explicate it. To be able to judge what needs to be done
about extant theory is to be able to evaluate it. Evalua-
tion 1is the process of bringing standards to bear upon some-
thing so that it can be judged thereby. Criticism, there-
fore, consists of explication and evaluation. Perhaps be-
cause the culmination of criticism or this act of discern-
ment (‘criticism’ arises from the Greek 'krinein’ meaning to
discern) is evaluation, the standards for judgment are
called ‘criteria’.

Constructive moves with respect to theory are moves to
do what is needed. What can be needed is either correction
or addition. Construction, therefore, consists of emenda-
tion and extension.

In the light of the above exposition, there are four
sets of methods involved in building theory. These methods
are the two of criticism: explication and evaluation, and
the two of construction: emendation and extension. Schema
1, on the next page, summarizes this.
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ZXPLICATION

CRITICISM
EVALUATION

METHQODS

EMENDATION

CONSTRUCTION
EXTENSION

Schema 1: Methods Invelved in Theory Building

While it now is patent that criticism must precede con-
struction, it is not yet obvious that there are steps prior
to criticism.; One must be able to recognize theory if one

is to critique it. Unfortunately, from a technical stand-
point, not always is the term ‘theory’ used correctly. HNot
everything called ’‘theory’ is theory. Not any speculation

Also not everything that is
theory is called "theory’. Sometimes, in fact quite often,
theory is called ‘model’. So I shall begin with an gxpllca-
tion of the nature of theory and how one can determine what
is or what is not a theory.

about something is theory.

Moreover, there is not only one kind of theory. For
example, not all theory is scientific, although some have
and do hold such a limited view. Philosophical theory is at
least one other kind, but there are yet others. Differences
in kind modify the methods involved in theory buildiqg.
Consequently, the step after recognizing theory is determin-
ing the kind of theory it is. So after setting forth the
nature of theory and the procedure for recognizing it, I
shall discuss the kinds of theory and how one can determine
the kind.

To summarize, the text to follow will consist of the
following sections:

1. RECOGNIZING THEORY
2. DETERMINING THE KIND OF THEORY
3. EXPLICATING THEORY

4., EVALUATING THEORY

5. EMENDING AND EXTENDING THEORY

. Ip copcludinq this introduction, let me comment on mv
objective in writing this book. For approximately a quarte:
of a century, I have been teaching the methods of theor:
building, particularly to those students interested primari:
}y in theory about human social life. Most were interestec
in theory of the human educative process. Some
of the students wanted themselves to construct theory, but
most wanted to be in a position to be intelligent consumers
of theory. They wanted to use the best of theory in their
lives. To these students’ wants my teaching of the meth-
odo}ogy'of theory building was and is dedicated. The same
dedication is to be found in my writing on the methodology
of theory building that appeared in course handouts, journal
articles, and monographs. The requests of students and of
colleagues has indicated to me that it is time to bring to-
ge;hey and complete my writing on the methodology of theory
bglldlnq, particularly as it relates to theory of human so-
cial life. Especially important are the requests of stu-
dents and colleagues from non-English speaking countries for
a4 text to make available to others through translation.
Here then is my attempt to meet your requests.,

Captiva Island, 1986



1. RECOGNIZING THEORY

is derived from the Greek ‘theoxia’ which
means contemplation or speculat}on. In a‘popuLar genieszgzg
one's theory is one’'s speculation or conjecture a outﬂ:“:her
thing. For example, Lt 1s not uncommon to hea% gl_ﬂn het
say that her ot his theory is that a student 1s tal lnq aus
to a bad home. However, such a popular sense QO?S not <a c}
up the -echnical sense of ‘theory’ in :EL?SC?}H s gheo;yog
relativity’, ’'Dewey’s theoryiof education’, Neberts‘; :ecz
of organizatien®' and other like expressions. ‘Inl i °
tion of the text, 1 shall explicate the technical sense

‘theory’.

‘Theorcy’

ication let us return to ancient
ht of one of its foremost phileso-
phers, Aristotle (384-322 B.C.). Arxscoth seggéﬁfid
theoria (speculating or contemplating) and praxis ﬁ WLeg é
§T~- consists of rational aCCLVLtLes_relaFed ro gp‘lt,g
of universals, while praxis consists of ratlopal'acpxg} }:s
related to moral activity (agil ia) and artistic ac LXiny
(factibilia). Artistic activity is not limited to a m?udeg
for its own sake (fine or intrinsic arts) but also mc.t
useful making as well (functional or lnstrumeptaa-ii i;;
Making a hoe to till the soil is clearly a functiona LoF i
strumental making, while making an apstrgct.deSLgp e
and color on a canvas is a fine or }ntrlnslc makJ.ng-t he
former is art for the sake of something else; the latter

art for the sake of itself.

To begin the expl
Greece and to the thoug

ince 'theory’ (when theory meets certaln standards) is
the éﬁﬁﬁ for Chg'kéowledge achieved'throug§ theor;a ang
‘practice’is the term for the activity achl?ved t[ri%?g
praxis, theory may be differentiated from practice. chgless
sense it is impractical; it is non-practical. Nevg; rini
theory does have a bearing upon pFactlce; it provs es prac_
ciples for practice. These prinqxple; can bq uze i: gther
tice, provided a developmental bridge is QrOVLdp . e et
words, Lt is correct to say "it 1is all g;ght in tle ﬁntal
it won't work in practice" given there is no gevz Oﬁrfou :
bridge. The developmental bridge 1S prOVldi ttto dog

praxis, the rational activities directed toward wha .

Given that theory when it meets certain standards 18

ettt ke AR A Y a0 IR K

g

[

tgg:éedge, the nature of knowledge must be considered.
X t, knowing Should be distinguished from knowledge.
EOWLng 18 @ psychical state in which one has certitude
ioout something and has a right to that certitude. That is
te i:gé ;tdxs a4 state of true belief. Knowledge, however,
ssates fte knowing; it is the.body of expressed certitudes
beliegil § thereto. Knowledge is the body of expressed true
> : +  Because theory that meets certain standards is
nowledge and so part of the body of truth, it is not cor-

rect to say "that’s merely theory a
i 3 nd not a o
can be fact; it can be trug. Y i face Theory

abOutTiigi:flcaf fact 18 a certain kind of fact; it is face
example th,rsa S. Universals are fo;ms ar essences, For
X commén tgoriixcal fact about learn+nq is fact about what
when tho occi occurrences of learnlng_no matter where or
Charactegist' r. Theoretgcal fact sets forth the essential
behavior ks 1¢s or properties of lgarnlng. That a change in
theoret'csl 2n efsentxal charactgrlstic of learning is not a
cheor i act; that a change in psychical state is an es-
en lal‘characteyxstlc of learning is a theoretical fact.
Theoretical knowing of learning is grasping all of the es-
sential properties of learning.

ar gnlversa}s must be distinguished from individuals that

re characterized through universals. However, the distinc-
tion cannot be'made in terms of class and elements. Not all
g ai§e§ are universal. To be a universal, a class must not

e limited in time or place. For example, learning is a
universal class because learning is not limited to organisms
of the planet earth at this time. The class of learning is

unilversal faor it includes all organisms wherever and when-
ever they are in the universe.

If the limitation is in terms of logi r
R g gical generality and
T::r;p terﬁs of time ang plaqe, as in the case of ngan
ciar tagé the clasg is sqxll universal. It is not an objec-
12t human beings did not appear on planet earth until
approximately a million years ago. 1f they had appeared
earlier, they would have been included just as any human
2gwa§r§ in thg universe at any time is included. But irf
e limitation is in terms of time and place, as in learning

2:lrndxana University, the class is individual not univer-

the eiéintg is not enough for the9retical knowing to know
o ia properties of learning. Also one must know

T essential and accidental relations between the univer-
Sais. To illustrate: attention bears an essential relation




to iearning, while practice bears an accidental one. Essen-
rial relations are internal ones, ehat is, they are inherent
and so necessary. Learning would not be learning without an
reiation %Zo an attention scate. Accidental relatlons are
axternal ones and so not necessary. Learning still would
be learning without being related zo practice.

cheoretical fact is fact about es-
thelr relations. Such complete
is possible only for omnis-~

In summary, complete
sential properties and
rheoretical fact, of course,
cience.

Theoretical knowledge being knowledge of universals is
expressed in certain kinds of statements. The statements
are generalizations as opposed to particular or singular
srtatements. Generalizations are all-statements and so refer
to every one of the elements of a class. Particular stace-
ments are some-statements and soO refer not to all elements
put to at least one non-specified element of a class.
Singular statements are this-statements and so refer to one
given or specified element of a class. An example of a
statement expressing a generalization is

intermittent practice is more effective in producing

learning than is continuous practice.

ry one of the intermit-
f the continuous prac-
n be reworded to make

In this statement reference is to eve
tent practice events and every one o
tice events. The generalization ca
clear that it is an all-statement:

all instances of intermittent practice are more
effective in producing learning than all instances
of continuous practice.

But to express knowledge of universals, theoretical
knowledge, statements must be generalizations of a certain
kind. The generalizations must be for any place or time.
1f one can attach the phrase

in all regions of space and time it is true that

to
all instances of intermittent practice are more
effective in producing learning than all instances
of continuous practice,

thea it is a statement of knowledge of universals and so

n o e+
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theoretical knowledge.

Statements
ral Lot ;he;faknowledge of universals are called ’‘nat
About things withf: ffé:Ed énatural' insofar as they aﬁ;
Law’ baeon and space, and they q
se they apply to these thfngs withoétasjzégziiid

Theoretical k
_ nowledge, thus, i :
or true universal staéemencg_xs constituted by natural laws

In the light of th i i

Knowlemas : e discussion of the i

oo logic:f ::;::rials through natural lawsﬁxiieZizgnnOE
theory  iana Sense ;}treat natural law as different thgﬁ
to bel lever oiource l‘this differential treatment appear
[9.De, teve. the;lo rality of the universal statemencép Ts
'Bgyle’s i Whif:rgggdsi generalizacion PV = k is cglleg
which it is inferred are ca?lgg ?Egergsgsfsl;ﬁzgii?s fgiT

true universal s
. tatements
ality, are lawlike. + DO matter their level of gener-

Yet it .
ral law takegoss ;ft Fake logical sense to refer to a natu
is a system of ﬁawlsi f as theory., Theory that is knowled .
statements are i 1ke statements. Consequently, univ 51
Boyle's Law in ;z;erre}ated to form a whole. For exa;rfal
the Kinetic Th nd of itself is not theory; it is a P ok

eory insofar as it can be inferred EE:;ttgf
e

Kinetic Theor
; Y. Boyle'’s i
of universal statemeﬁts. Law is part of a deductive system

The rati

statemente c;;:yztitgor the assertion that the universal
tematic way is thatlng a4 theory must be related in a sys-
precend to knpul o a heap of lawlike statements canXot
theoretical knowled s o haee ue seen above, to have
sential propertiee ge is to have theoretical fact about es-
fact can ba repress and their relations. Such theoretical
This requirement 52§idbznti£?2ﬁ¥g§ §ooystem Of Sratements.

ed in one of the criteria

for the truth
: . of a univer .
fitness within a systenm. sal statement: its coherence or

Giv i
contempo?gr;heh??ove discussion, it is clear why Rudner
§ystematicalf;lrgigggir of sisence, defines ’‘theory’ as’“g
¢ _ set of s i i
é?:élts g:nerallzations o Ff;:gftfsloﬁncgfdlnq oss
hiveroas s: Eheory that is knowledge must be conglﬁtitp;eg-
atements that are systematically related ° Y

Rudner’ iti i
cal te;?;§ ;Sdlglon to tbls definition, “that is empiri-
cally 1 le", however, is not acceptable for a éeneral

-



Being empiricaliy testable rules
out theories whose truth does not depend upon observation,
such as mathematical and philosophical theories. Rudner,_cf
course, was defining ‘theory’ in the context of social
theory, and so one cannot conclude that Rudner numbers among
those that would limit theory to scientific theory. To make
Rudner’'s definition include all theory. it should be
modified by deleting “empirically”. The addition should

read “that is testaple”.
This explication of theory in a technical sense is

based upon logical analysis and can best pe summarized in
terms of the moves involved in such an analysis.

definition of ‘theory’.

The logic of anything is its order. Order is con-
stituted by structure determined by function. Structure 1s
the content and form of anything. Thus, the structure of a
building is its materials and the way they are arranged.
The structure is determined by what the building is to do.
Consider that reinforced concrete is utilized in buildings
chat are to withstand compression. With respect to order in

language, the term ‘semancics’ has been used fo; content,
‘syntactics’ for form, and ‘pragmatics’ for function. (See

W. Morris, FOUNDATIONS OF A THEORY OF SIGNS.)
there

in theoretical language, just as in any language,
is order. What I have done in the above explication of
theory is to present an analysis of that order. Theoretical
language since it pretends to present vheoretical knowledge
must function to present what could be theoretical knowl-
edge, that is knowledge of universals. To function to pres-
ent knowledge of universals, the content of theory must be
the characterization of essential properties and their rela-
tions, and the syntax must be universal statements that are

systematically related.

It should be noted that the term ‘theory‘ can be used
in a descriptive or a normative sense. The descriptive
sense of ‘theory’ involves no evaluation of theory according
to a criterion or criteria; no normative judgment of theory
is involved in the descriptive usage of “theory’. The
normative sense of ‘theory’ does involve evaluation of
theory according to a criterion or criteria; normative judg-
ment of theary is involved in the normative usaquof
‘theory’. To avoid ambiguity, ‘theory’ without a modifier
should be used for the descriptive sense, and ‘theory’ with
a modifier indicating the kind of evaluation should be used
for the normative sense. For instance, 'true’ should pe
added to 'theory’ for the normative sense of 'theory’ in

[P ——
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::}gh ;t refers to theory evaluated
't; eria. 1In the above explication
eory’ 1in its descriptive sense. '

to meet knowledge
I have been using

Since theories are cal !
ei nce the alled 'models’ under certai i
Suzgs& 1t 1s important to understand what a modelt?;nac;ndl

sage occurs and why it ought not to occur nd vhy
thingTZl::g}n, something that bears a similarity to some-
built by o ;;aiilio;ofii a nnc]::{el.f For example, an airplane
m a kit for a Bede 4 i

an a fea .
modeigzzl f?riipassenger mono-wing plane. Notice tgigeisog
e Bede-4 t; :ubtedly tgere were more than one model-for
prove o3, desa preceded its actual manufacture in order to
Phes. ‘oS alslgnﬁ These models, of course, were physical
fors A> examéjeto%rz ifn be fonfeptual models, either of or
hY 2 > onceptual model-of is a set -
t;gﬁs ﬁy;flmulac;on drawn from a theory of stndengfr:g::-

’ € an example of a conceptual model-for is the

theory of natural i
sele :
student retention, lection used to devised a theory for

The cited example of a ¢

. . onceptual model-for i i
fgiz ti:ﬁf{)can be devised from models. Modellins?déggﬁgf
modef«for tgioa part of theory construction. However, a
on the orpeh hrydls not theory; it is a theoretical model.
of ingiorher t:n , the cited example of a conceptual model-
Beola et i frat Qodels can be devised from theory. Models
practioal dec.om heory so thqt theories can impact upon
Part of rawilSlon-maklng' Th}s modelling from theory is
activitigs Xis ;eferred to earlier. It is through rational
oRayitles, such as these, that we know what to do. Again a

18 mnot a theory; it is a practical model.

Given the difference b
theo c etween theoretical mode
tioni? ;;gnbiiwifn practical mogel and theory, what c%)nil;c-i
o whenevera hto'the equating of theory with model?
they ;re ity dt eories are stated in terms of mathematics
upos taning thz Sy some 'models’. This calling is baseé
caoge ind lik: 5?ry to be a'mOQel—of the mathematics, be-
ot the mathemat’L in form, it is a formal interpretation
Qepartures 1cs. Second, when theories are radical
Shar therom Previous theory or not fully established
i uéon t% are called by some ‘models’. This calling is
theory-modsl f lack of distance of the theory from its
ol Loood aéd .eé, from the theoretical model which is the
and so o See'un erstood system from which it was devised,
was devised ing of it as the theory-model from which it
- Finally, whenever theories are stated, they
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are called by some ‘models'. This calling is based upon
taking the theory to be a model-of reality, because of
simplification it is only like reality, it is a substantive
interpretation of reality.

Theories should not be taken as models-of their theory
models or of the reality to be theorized about nor should
they be taken as the theory-models from which they are
devised. To do so, confuses the construction and use of
theories. Theories are not themselves models, but can be
constructed through models (models-for them) and can be used
through models (models-of them).

Now that theory and model have been explicated, we are
in a position to recognize theory. To recognize theory
means that we can set forth the essential characteristics of
theory so that they can be used as criteria for membership
in the class designated by the term ‘theory’. Criteria for
membership are standards for judging whether an indiividual
belongs to the class.

The essential characteristics of theory were set forth
by means of a logical analysis of theory. Logical analysis
is in terms of pragmatics, syntactics, and semantics. Thus,

- pragmatic, semantic, and syntactic criteria emerged. The
pragmatic criterion is functioning to attempt to produce
knowledge of universals. The semantic criterion is coatent
that attempts to characterize essential properties and their
relations. The syntactic criterion is form that attempts to
be universal statements which are systematically related.

To summarize: If you can answer the following ques-
tions in the affirmative, then the statements under consid-
eration can be called ‘theory’:

THE SEMANTIC QUESTION:
Does the content of the statements attempt to
characterize essential properties or their
relations?

THE SYNTACTIC QUESTIONS:
Are the statements attempts to express
generalizations that are for any time and
any place?

Is there an attempt to systematically relate
the statements?

< v e e e o

e e g s
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g;zzsethiﬁegozhcag T;swer the above questions in the affir-
e fo i i i
pac aféirmative: owlng question also can be answered in
THE PRAGMATIC QUESTION:

Do the statements function to attempt to
present knowledge of universals?



2. DETERMINING THE KIND OF THEORY

After recognizing theory, one must be able to determine
what kind of theory it is. This determination is necessary,
since different kinds of theory have different specifica-
tions within the general structure and function of theory.

Plato, long ago, recognized the many in the one:

STRANGER. And here, if you agree, is a point
for us to consider.

THEAETETUS. Namely?

STRANGER. The nature of the Different . . .
appears to be parcelled out, in the same

way as knowledge.

THEAETETUS. How so?

e also is surely one, but each
that commands a certain field
£f and given a special name
Hence language

ts and many forms of
257c)

Knowledg
part of it
is marked o
proper to itself.
recognizes many ar
knowledge. (SOPHIST,

(kinds) of theory if one
if one is not to criti-

STRANGER.

One must understand the many forms
is not to apply the wrong art, i.e..
cize or construct theory erroneously.

Knowledge, and so theory, is many insofar as it can be
divided into disciplines. To define a discipline is, for
Kant,

curately that peculiar feature which

to determine ac '
and which

no other science has in common with it,
constitutes its specific characteristic. ..
The characteristic of a sclence may consist of a
simple difference of obiect, or of the source of
kpowledge, or of the kind of knowledge, or perhaps
of all three togecher. On this characteristic,
therefore, depends the ldea of a possible science
and its territory. (PROLEGOMENA TO ANY FUTURE

S o SR i
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METAPHYSICS, Paragraph 1)
Ka i i

tionas ::ﬂsgf Eoursél is using ‘science’ in its more tradi-
paiToenns ,where 1t encompasses all of knowledge. Just as
'Philosopz ¥ 'cap be used to encompass all of knowledge
ing senes Y ;n hD?ctor.oﬁ Philosophy’ is such an encompass;
contemmant shall eliminate this confusion by followin
'scienéz'raig gr:gcxce and restricting the sense of botg
of 'philosophy'pw;éisogzyéﬂ An exam?le_of such restriction
Toma which cetic: e second ‘philosophy’ on my dip-

Doctor of Philosophy
Philosophy

The diploma does not contain a redundancy.

Mo 3 ; :
sense tiZzYir%nfanz~ls using ‘kind’ in a more restrictive
based on whether thzrkﬁani'dlkl“d’ refers only to a sort

ow i ; :
For me, kind is any sort. edge is synthetic or analytic.

o} 3 .
theor; f:sabgiis ofla difference in object one may sort
hominological o;? classes: physical, biological, and
eithor ag on . Jects'agpearlng to us can be given meaning
L ort ispb§§;cal or living or human phenomena. ‘Either
exclusive sensleq used in a technical sense and so in a non-
in terms of mor. A bhenomenon, thus, could be given meaning
is necessar Sg than one alternant. This non~exclusivity
living phezém ince phenomena that can be given meaning as
phenomena andeﬁf also can be given meaning as physical
Phenomena'also phenomena that can be given meaning as human
cal phenomena an be given meaning as living and as physi-
can be given me owever, it is the case that phenomena that
meaning through izxng as'llv1ng would be given incomplete
phenomena thag c ebPhY§lcal alone; and it is the case that
incomplete mea;?;getgi;in}?eanfng as human would be given
physical, and through the pgysfgglyaigse?lologlcal and che

An :
theory o?ﬁiﬂﬁiﬁlof such incomplete meaning is Skinner's
man phenomenon fearnqu. Skinner gives meaning to the hu-
biological H»° learning through only the physical and the
ner do thfs? lfh:eziiizrtﬁﬁs ls'incomplete' Why does Sxin:
which governs Skinner’s thisgﬁzg{n metaphysical materialism

takenMsgagEz:xcay materialism differs from what is usually
aterialism. ‘Materialism’ commonly is taken to
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refer to a position in which the good 1ife is characterized
in terms of economic gain. This is an ethical position,
since ethics treats of standards for right human conduct.
‘Metaphysical materialism', however, refers to a position
about the nature of reality, since such is the subject of
metaphysics. Metaphysics® derives from the Greek meta fa
physika and received its name through the editors in the
first century B8.C. who classified Aristotle’s works. His
work on what he called ‘first philosophy’ or the nature of
being came after his work on nature, entitled ‘Physics’, and
so ta meta ta physika biblia (the books after the books on
nature). The position about the nature of reality taken in
metaphysical materialism is that reality is matter and mat-
ter alone. Thus, for Skinner, mind or the psyche is ruled
out. All of human phenomena can be given meaning in terms
of organic srtates. The hominological beyond the physical
and the biological, for Skinner, is meaningless.

I realize that the term ‘hominological’ is not usual in
the literature. There were reasons why I introduced it in
1961. None of the extant terms indicated the true concern
which was the human being. 'Behavioral’' refers to any
animal behavior, not only that of the human. "Social’
likewise includes too much; ant behavior too is social.
Also, in another sense, ’‘social’ includes too little; the
psychological which emphasizes the individual is ruled out.
‘Psychological’ too has a difficulty, even though it does
not include too much; it includes too little, it rules out
is usable from the standpoint

the social. ‘Anthropologicai’
of its derivation from the Greek 'anthropos’ meaning man.
'Anthropological’, however, particularly in the United

States, has come to refer to only a part of human phenomena,
the origin and development of the human being both in the
physical sense (Physical Anthropology) and in the cultural
sense (Social Anthropology). ‘Hominologicalf does work well,
since it indicates the family Hominidae which has as its
only extant species, Homo sapjens, the contemporary human
being.

Theory of education would be categorized as hominologi-~
cal, since education is a human phenomenon. To make clear
that education is a human phenomenon, the meaning of educa-
tion must be set forth. The phenomenon of education has
been given many meanings, but a choice of meaning must be
made in terms of whether or not the meaning sets foreh the
essence of education.

Obviously, education has to do with learning. However,
learning can either involve consciousness on the part of the
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lear i i
e tg:rpzzi tz lﬂFEHCLDHalltY or not involve consciousness
alse temirt C: e‘learner apd S0 no intentionality, and
Teaoness Thdi ln involve guidance or non-guidance of the
guifeq non-iét egrnlnq can be elcper non-intended and non-
Thd tatengn-in sn ed and guided, intended and non-guided
taxe oendec ;;(fuxded. Learning that is non-intended 1
ookt That;zsntgenon only in the physical and biological
hase say, where there is no consciousness
is no phenomenon in the human sense. '

tous Eiiizﬁﬂﬁ-thif is neither intended nor guided is fortui-
cous 1earning,'L is c¢hance learning. Notice that fortui-
il Leag is not the same as vicarious learning or in-
Gident learninxng. Vicarious legrning can be viewed as in-
SoiocE,le argg insofar as learning takes place through im-
S Sanatly isa itclpation in the experiences of another. In-
Giden concomizlngl on the other pand, is direct but it is a
s incideitaloﬁéiiyqr learning. Both vicarious learn-
could be intended or guigtg? need not be fortuitous; either

¢ am gigiglzgaihég is ponrlptended but guided is training.
human Sheonaat zaxnlng is used for learning taken as a
aphan Dhenar i ome.talk of training teachers, but do so
fLroneoy Yﬁ submit that seals are trained but not
o .c ofn-conscious animals may be dragged along
(or cons%ioﬁmes from the Latin "traho’ to drag along) but
matten B s oneg. I am not sure that Homo sapiens, no

r' how young, is ever non-conscious. Perhaps on shl 1d
guestlion the concept, toilet training P ° -

I .

out ago:gujsgfultoqs learning and training should be ruled
learning is no%ilsisygi;mmiﬁn}i;fn%Rg ﬁ: Cocion ba oS gre
all intended learning? bewe oy o ot he coneaivon
a € ? Yy thought so, for he conceived
tﬁgzczzéogm::'a process of forming dispositions, intellec-
383} Educaignal toward‘nature and fellow men” (1916, p.
transactions witglgoii;tﬁlnh"dzzs taféﬁ? eﬁaCe crceived 1o
0 ety. n self-hood is perceived

2:02: EEELZEEPYOEBSS, it is also seen that socigl modific:?
srore T ohe only means of changed personalities.” (1950,
Al P fy § conception does make education as broad as
ing. v i; or the formathn of human life is human learn-
sianificanss iomlng to meaning. It is being able to give
ol cance 0 objects appearing as phenomena. It is being
that coams ts.l.gns. [Peirce defines ‘sign’ as "something
pacityn (COLLngomebody for something in some respect or ca-
pacity” TED PAPERS,.Z.ZZB).] But qgiving significance

S not only an I giving meaning and so intentionality,
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but also feeling. Consequently, human learning is forming
dispositions in the sense of cognitive structures as well as
conation and affective ones.

Since ‘education’ is derived from the Latin 'educo’ to
lead out, I take education, not in Dewey‘’s sense, but in the
sense of both intended and guided learning. I use the term
‘discovery’ to characterize learning that is intended but
not guided. Doing research would be a kind of discovery

learning; a disciplined discovery learning. This, of
course, does not make education as broad as human learning
but restricts education to guided human learning. Educa-

tion, then, becomes the teaching-studenting process. Teach-
ing is a process of guiding learning, and studenting is a
learning process of a conscious learner, an I or one intend-
ing learning.

The following schema, Schema 2, presents at a glance
the four kinds of learning.

rL,-I,—G L,-1,G { L,I,-G J L,I,G l

trainin discover education
g very
learning

fortuitous
learning

where ‘L’ stands for learning
‘1’ stands for intended
'G' stands for guided
‘-’ stands for not
Schema 2: Kinds of Learning

‘Learning’ besides being used in a process sense, as

above, is used in an achievement sense. Consequently, one
speaks of someone ‘as learned’. The same double usage 1is
seen for ‘education’. To eliminate ambiguity, it should be

noted that 'learning’ and ‘education’ in the achievement
sense adds effectiveness to ’'learning’ and ‘education’ in
the process sense. The process of learning or the process
of education is effected or realized. Therefore, learning
in the achievement sense should be called ‘effective learn-
ing’, and education in the achievement sense should be
called ‘effective education’. The terms ‘learning’ and 'ed-
ucation’ should be used without modification when these
terms are used to refer to learning and education in the
process sense.

Realization of the process is not always good in the
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intrinsic sense. It is, of course, good in the instrumental
sense, because the means are good in realizing the end. It
1s just that the end may not be worthwhile. We may be ef-
fective iq ghe American society in educating young people %o
be competitive, but to be competitive is not to be good as
human'beans. Such effective education is not worthwhile or
good in and of itself; it is not intrinsically good. Only
education that is effective in producing good human beings
is worthwhile, is intrinsically good.

Schema 3 indicates what ought to be the relationship
between education, effective education, and worthwhile edu-
cation. Education, however, is not always effective, and
effective education is not always worthwhile.

WE

EE

[ =]

where 'WE' stands for worthwhile education
'EE’ stands for effective education
‘E’' stands for education

Schema 3: Education, Effective Education,
and Worthwhil'e Education

It too should be pointed out that education is not as
narrow as schooling. Wherever there is a teaching-
studenting process, there is education. $o education often
takes place in the home, in the church, in industry, and
elsewhere besides the school.

Just as other divisions of knowledge are given names, I
gave knowledge of education the name ‘educology’ (1964).
?hl§ name was introduced, since ’‘pedagogy,’ the term in use,
is inadequate. ‘Pedagogy’ is inadequate for at least two
reasons. First, ‘pedagogy’ has become, especially in the
United States, a perjorative term because it has become as-
sociated with pedantry, book learning without understanding
but with display. Secondly, ‘pedagogy’ is associated with
the education of children, for the pedant in Greek times was
the slave who walked the children to and from their lessons,
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and watched them at their lessons to see that they did what
they were supposed to do.

Another possible name for the study of education is
androgogy ‘. But this term was introduced for the study of
adult education. I see no reason why the term was so
restricted unless one takes ‘man’ only in the sense of adult
man. But why do so? But there is another difficulty.
‘Androgogy’ is limited to males and so is a sexist term.
'andros’ means man in distinction to ‘gyne’ meaning woman
(consider the term randrogynous’). If one desires a ternm
for the study of adult education, ‘adult educology’ is per-
fectly good and indicates that adult educology is & branch
of the general study of education which is educology.

Mot all cognition is theoretical in nature. There are
qualitative and performative cognitive structures as well.
Qualitative structures differ from theoretical structures
insofar as the latter are guantitative. Theoretical struc-
tures allow one to shape and group instances; they are uni-
versals and so are generals that are independent of time and
place. Although ‘quantitative’ in a common sense pertains

to numbers, in its technical sense it involves extension.
_ Generals independent of time and place are universal classes
and so have range. ‘All’ is a quantifier. On the other

hand, qualitative structures, if adequate, allow one to be
sensitive to the immediacy of the given, to the uniques;
they are pervasive qualities. Uniques cannot be members of
classes and so no extension is involved; each is what it is.
It cannot even be said of an unique that it is one of a
kind. No categorization is possible. Performative struc-
tures are enactions. They allow one to act.

It follows from the above discussion of kinds of cogni-
tion that adequate theory of education is only one branch of

knowledge of education. Since theoretical cognition is
quantitative, when it is adequate theoretical cognition it
can be expressed as quantitative educology. See Schema 4

which follows.

Quantitative (Theoretical)
Qualitative

Educology

Performative

Schema 4: Branches of Educology
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o] i .

cationni:hﬁogiiéiogfcgge oizectbof knowledge, theory of edu-
s Pl So by the ver .

theory of education is quantitative educo{o;;?ure of theory,

T :
theory an ba sorted sats . rneory rear Lb oragiinds, ol
> ut: eary that is i
;?zggyoghat 18 a_posteriori. Theof@ that is a priLQ;A and
sists trui?asements whose possible truth is necessary, i.e
Whos Osteélls‘asceryalnable by reason alone. Theory éhéé
o] 1L1or) conslsts of statements whose possible truth

is contingent, i.e., w i
anle ' + whose truth is ascertainable by experi-

Kaant also sorted theor i
e PR ; Y on the basis of
kind’ into analytic theory and synthetic theozgét he called

- . there is in them a distinction accordi

i in
g:n?gnt,.by virtue of which they are eithergm:gely
E;Q icqtlve and add nothing to the content of
K owledge, or ampliative and enlarge the given
'nowledge; the former can be called analytic
judgments, the latter synthetic judgments:
(PROLEGOMENA TO ANY FUTURE METAPHYSICS, Paragraph 2)

A : s
and logiéyglctghgory, then, is formal theory. Mathematics
theory Ma%h elr syntactlca} dimensions consist of formal
oheo tﬂe 2 ematics and logic when they are not applied
They areythgedg:gfélq; notfa?d to the content of knowledqn’

: ines o ormal kpowledge. Fo .
g:;f gizmetry is formal knowledge,. Einsteig stateg 5:TTpé§é
g go or formal nature of geometry: “geometry . . is
po Objggggngﬁ Z;;Zrzgscrelgtion if the ideas involved iﬁ it

C [ e ut on with th i

tion of these ideas amoné themseldgs." (p.ezl).oglcal connecs

form i{itiztic iﬁeory, on the pther hand, is not theory of

CHILALI: ksgxl:gg; QZ;L:ELH business is to add to the
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consist of theory of content. ®r praxiology, and philesophy

Wh
three cfgg:g; i;?i?iii; the two classifications of theory,
1 emerge: a priori analyti priori
: eme ic, a ior
1¥n§2iil%é and %ioosteglogL synthetic. See Sghemé 5 below.
neluded asnot:e ;hat a posteriori analytic theory is not
tradictory aidlggﬁsat %?Sslﬁllity. The category is con-
t ’ us e ruled out Sin
is of form and not of i ; % pa ke, theory
I content, it cannot t
. : ’ reac of experi-
izgetru§§?;e whaq doeg not treat of experience cannotphave
scertained in experience, the analytic cannot be

k
et A s
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a posteriori.

analytic synthetic
a_priori a_oriori a priori
analytic synthetic
a_postexiori a Qoste;Lg;;
2 * gynthetic

Schema 5: . Classes of Theory Based on Kant

We have already pointed out that mﬂthematiqs and logic
in their syntactical dimensions are analytic, while fc1:n§2é
praxiology, and philosophy are synthet;c. But wellaY: o
considered the a priori-a posteriori dimension relative
each discipline.

To beain with the formal disciplinesc mathmitlcs and
logic in their syntactical dimensions consist of suatemfnts
that are necessary; their truth depen#f on}y upon rea:on.
An example familiar to most would be Euclidean geomemyé
Recall that the truth of the Pythagorean theorem (the sum ?
the squares of the lengths of the sides of a right ﬁrﬁfnge?
is equal to the square of the lgngth.of ;he pypﬂf}; “be—
depends upon whether a relationship of implication hol f e
tween the axioms and the theorem. One must be able ho
deduce the theorem from the axiqms. o In this cife, zas
origin of the sense of ’Q_Q;jqri' in A;lstotellan 1bea§ 22
be seen clearly: the theorem is establlsﬂed on the basis °
what is prior in knowledge, on the basis of the atlzmté
Such a prior relationship cannot be noted w1tp rgsg [+ oo
all a priori truth, since the concept of a priori az had
considerable development since the Sc?olgstlcs introduce
the concept in the context of Aristotle’s ideas.

Science and praxiology differ from philosophy ingofér
as both science and praxiology are a posterliorl synthetic
while philosophy is a_priori synthetic. T@ls dlffgrence
will become clearer in the subsequent discussion of science,
praxiology, and philosophy.

ilosophy is synthetic insofar as philosophy charac-
terizizlesseﬁczal pr;gerties and essential relatlons.?etwegn
properties. Let us consider first that part of phi qsop°¥
of education which characterizes the gssentlal propert}eg
education. Since this part of philosophy of education

21

presents the nature of the reality which is education
through a description, it is called 'descriptive metaphysics
of educatjion’.

Education was seen to be a teaching-studenting process.
As such a learning process, it has four basic properties.
First, education must be characterized as having a teacher,
one who guides the learning. Secondly, education must be
characterized as having a student, a lLearner who is self-
aware, i.e,, conscious and so intending. These two
properties of education are obvious from education as a
teaching-studenting process. Since education is a human
learning process, a third basic property emerges. There
must be a content to be learned, i.e., signs for psychical
structuring. Finally, any process has a context in which it

occurs. Learning is no exception. However, the context
should not be taken in a narrow sense. The context is not
only physical, it more importantly is social. In descrip-

tive metaphysics of education, then, one sets forth the es-
sential properties of teacher, student, content, and con-
text. One, through this part of philosophy of education,
knows what it is to be a teacher, what it is to be a stu-~
dent, what content of education is, and what context for hu-
man guided learning is. A set of descriptors is provided so
that one can get on with the task of characterizing the re-
lations between teacher, student, content, and context.
These descriptors are requisite to the remainder of philoso-
phy of education, to science of education, and to praxiology
of education. Schema 6 that follows presents the outline or
a map of descriptive metaphysics of education.

E=Tysyucyx

T=Tyy Tz - . .y Tp
$=81U 82 . . .1 8y
C=Ci1y Cz2 .. .u Cp
X = X110 X2 . . .1 Xp

where ‘E’ stands for the set of the essential
properties of education
‘T' stands for the subset of E which
consists of the essential
properties of teacher
'8’ stands for the subset of E which
consists of the essential
properties of student
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'C’ stands for the subset of E which
consists of the essentlal
properties of content

'X’ stands for the subset of E which
consists of the essential
properties of context

Schema 6: Map of Descriptive Metaphysics of Education

an example of an attempt at descriptive metaphysics of
education would be Bloom’s, although he was not clear about
the task he was engaged in and it was not done adequately.
In his taxonowmies, Bloom attempted to set forth objectives
of education. In other words, what he was doing was charac-
terizing the essential properties of intrinsically good stu-
dent achievement.

He was not clear about the task, for he seemed to be-
lieve that he was providing a classification for extant ob-
jectives of education. “We found that most of the objec-
tives stated by teachers in our own institutions, as well as
those found in the literature, could be placed rather easily
in one of three major domains of classifications: [cogni-
=“ive, affective, and psychomotor]."” (1956, p. 6) However,

- what teachers take to be the learning outcomes may or may
nor. be essencial properties of student achievement, and so

essential to educavion. What is essential in education is
not necessarily a matter of consensus among teachers. The
majority may or may not intellectually grasp the essential
properties of education. Also the task was not done ade-

quately, due to misconception of psychical development.
Cognitive development was limited to the quantitative, and
the quantitative was limited to the experiential which can
be related to the sensory. Thus, philosophical psychical
development was ruled out as cognitive and reduced to the
affective, as was qualitative cognition. Performative cog-
nition too was excluded with some reduced to psychomotor de-
velopment and the remainder ignored entirely. Conative de-
velopment was not distinguished from affective and went, to
a large extent, unrecognized.

An example of a classification of educational objec-
tives which recognizes all three dimensions of the
cognitive--quantitative, qualitative, and performative-~is
that of G, Macclia (1973).

Dascriptive metaphysics constitutes what is called by
some ‘descriptive theorizing’ as opposed to ’‘explanatory
theorizing’. Walter Wallace in SOCIOLOGICAL THEORY (1970)
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makgs such a sort, There is sociological theory that
defines the social and sociological theory that explains the
social. Relative to this distinction, ‘description’ is
taken in the narrow sense of characterizing properties, and
so the characterization of relations is excluded. But char-
acte;LZan relations, whether the relations are essential or
contingent, is still description. Undoubtedly, theory that
descr}bes relations is called ’‘explanatory’, because such
des?r}ptions can be used to explain in the sense of charac-
terizing causal relations.

Some logicians of science, for instance Rudner (1966),
take descriptive theorizing not to be theorizing, Given
that descriptive theory defines phenomena, it is seen as
pre-theoretical in nature. Rudner’s position, however,
rests upon a positivistic orientation which rejects philoso-
phy, and so descriptive metaphysics, as synthetic knowledge.
Positivism is a position that holds that only knowledge that
is justifiable in terms of sensory experience is admissible.
This, of course, rules out knowledge that is justifiable in
terms of intellectual experience. Rudner, of course, is
left with an insurmountable difficulty: the justification
of the definitions. I shall speak further to justification
9f definitions in the section on evaluation of theory. Here
it suffices to state that positivism must be ruled out as an
epistemological position, for it is a position as to the na-
ture of knowledge which eliminates one kind of theory, name-
ly, philosophy.

Sometimes descriptive metaphysics is seen as the result
of _so-called "naturalistic inquiry". However, this is an
ambiguous and, in part, erroneoug perception. First, des-
criptive inguiry is seen as naturalistic, because it is
taken to be the natural history stage of inquiry. It is
Fhought that the first or natural history stage of inquiry
is the description of phenomena through setting forth their
properties, i.e., characterizing the phenomena. The second
stage of inquiry is taken as explanation, i.e., setting
forth why a phenomena has a property through relating
properties to other properties. This conception has truth,
but the use of ‘natural’ renders the theoretician passive
when the theoretician is active in constructing signs to in-
terpret phenomena. The theoretician is a subject, but in
stating so guantitative knowledge or knowledge of the uni-
versal is not rendered an impossibility. Definitions are
not an arbitrary matter. Multiple renderings of phenomena,
multiple perspectives, cannot all be honored, nor ought they
be negotiated. A phenomena has an essence which can be
grasped provided one can see it intellectually. This asser-
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tion does not settle the nominalist-realist controversy, for
that is a controversy as to whether an universal, an es-
sence, has an independent existence or is a name for what
exists in the phenomena. Nor need this controversy pe
settled to describe phenomena. What is at stake is what 1is
beyond the phenomena. Theory about phenomena does not ad-
dress what is beyond phenomena.

Secondly, descriptive inquiry is seen as naturaliscig,
because it is thought that quantification is not involved in
setting forth descriptors. This has led also to calling
descriptive inquiry ’qualitative’. However, I have argued
above that whenever categories are used, and they are u§ed
in description, then gquantification obrains. Qualitative
jnquiry does not occur.

Thirdly, descriptive inquiry 1s seen as naturallstic,
because the phenomena are taken as given to the senses and
not to the intellect. So taking the giveness of phenomena
eliminates the subject. Such an elimination renders 1lmpos-
sible the grounding of theory in intellectual penetration
into phenomena. Subjectivism must be acknowledged, but in
such acknowledgement does not lie rejection of cruth for
negotiated concensus.

Descriptive theorizing is one part of philosophy of ed-
ucation, but philosophy of education is more than descrip-
tive metaphysics of education; it also has as its branqhes:
echics of education, social philosophy of education,
epistemology of education, and aesthetics of education.
These branches of philosophy of education characterize the
essential relations within guided intended learning. Ethics
and social philosophy of education characterize those with
respect to goodness, epistemology of education with respect
to truth, and aesthetics of education with respect to beau-
oy
Ly .

Becanse philosophy treats of the essential and not the
acecidantial, ios truths Are necessary not contingent. Thus,
in philosopiy, truth is basaed upon greason. However, reason
must not be taken in a narrow sense. While deductive rea-
soning is sufficient to establish essential relations, it is
not sufficient to establish essential properties. Essential
properties must be intuited or directly observed by the in-
tellect. Intuitive reasoning is non-discursive. The
phenomenological method presents the formal patterns for in-
tuition, and to these methods I shall turn in the section on
the construction of descriptive metaphysics or theory.
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Notice that observation in intuition is n

That is why descrigcive metaphysics which dependfiﬂfil?iigl
ence is still a priori. The experience that is referred to
tn.the 4_posteriorl method 1s sensory. Since the other
hxng'that ghllosophy does-~~the establishment of essential
relatxons—fls a matter of deductive reasoning, this other
part'of philosophy too is a priori. Hence, all of philoso-
Phy is a priori.

. Both science and praxiology are a._pesreriori. Con-
tingent not necessary relations are set forth, and so estab-
}lshmept depends upon inductive reasoning not deductive or
intuitive reasoning. Inductive reasoning involves data, and
SO sensory experience. Induction is a statistical argument
Slnce the inference is from a number of instances to thé
whole collection of instances.

However, science and praxiolo differ as to the -
tent tpey add to knowlegge. chﬁnce does not addcggy
axiological content to knowledge as philosophy and praxiol-
ogy do. Yet the axiological content of praxiology differs
from that of philosophy. Praxiology treats of instrumental
value, while philosophy treats of intrinsic value. In other
words, praxiology treats of effectiveness, while philosophy

treats of worthwhileness. To treat of effectiveness is to
treat of what means are effective with respect to a given
end or ends. Effectiveness, of course, can be established

by sensory observation, but worthwhileness cannot.

Since a practice is an organized doin i
) g, i.e., means in-
ﬁerrelated with respect to the production of an eﬁd or ends,
nowledge of effectiveness would be knowledge of ideals of

practice. What we want to know is what means best effect an
end or ends,
1]

The term ‘praxiology’ is not usual in the literature,
at least in the United States. The concept as I utilize it
should be credited to Kotarbinski. I introduced it to avoid
the unwanted notions of hardware and of technique with its
?onnotatxon of specificity which adheres to ‘technology’.
Methodology’ could be another term for ‘praxiology’, but
method somgtimes is confused with development. Praxiology,
however, is distinct from development, because it is
theoretical; development is not. Development is in the

domain of applied theory. Models of theory are developmen-
tal requirements.

Sciencg does not treat of effectiveness, but only of
effect. Science also does not treat of worthwhileness. To
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hold that science treats of value, other than to describe
the contingent connections between valuing and factors re-
lJated thereto, is to commit the naturalistic fallacy. What
is, is not necessarily valuable either in an instrumental

sense or in an intrinsic sense.

Schema 7 summarizes the possible kinds of theory ac-
cording to, not the object of theory, but according to the
content and form of theory.

Logical (Syntactical)

Analytic
(Formal)
Mathematical
Descriptive
Philosophical<
Explanatory
Synthetic pPraxjiological
Scientific

Schema 7: Kinds of Theory According to Content
and Form

Schema 8 provides a crossover of the classifications of
theory according to object, and according to content and
Since analytic theory cannot have an object, no

g?;;;bver is possible with respect to formal theories.
L M P Pr s
D E
Ph PhD PhE PhPr PhS
B BD BE BPr BS
H HD HE HPr HS

where 'L’ stands for logical, ‘M’ for
mathematical, ‘P’ for philosophical,

‘D' for descriptive, 'E’ for explanatory,
'Pr’ for praxiological, ‘S’ for scientific,
‘ph’ for physical, "B’ for biological,

and ‘H’ for hominological.

Schema 8: Kinds of Theory
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are iNr?wa tg::itk;%nkitndsd o;f theory have been explicated, we

. : o determine the kind of theory. To
gﬁgegzlne the kind of theory means that we can charaééerize
che seni}al charactef}tlcs of each kind of theory so that
abozec?n € used as criteria for membership in one of the
Gaoye fgﬁrgsgniclasges. Crit?ria for membership are stan-
dards Judging whether an individual belongs to a given

The following set of questions should i
fol rovide a summ
and a decision procedure for determining :hg kind of theo?;Y

Yes No
1. Is the theory It i
is
analytic? L or M?lther Go w0 2
2. 1Is the theory G i
o to 3.
synthetic? Bt
3. Is the theory a_priori? Go to 4. Go to 6.
4. 1Is the theory Go
to 9.
descriptive? go o 3
5. Is the theory Go i
to 12. .
explanatory? Eri
6. 1Is the theory G i
o to 7.
4 _posteriori? ° Bt
7. Is the theory Go
. to 15.
axiological? ’ g0 o 8
8. Is the theory Go i
. to 18. .
non-axiological? Exie
‘
9. Is the theory It |
e tf is PhD. Go to 10.
descriptive of physical
phenomena?
10. Is the theory It i
€ b is BD. .
descriptive of Go w1t
living phenomena?
11. Is the theory It is HD. Exit.

descriptive of human




12.

13.

14.

15.

16.

17.

18.

19.

20.

phenomena?

Is the theory
explanatory of physical
phenomena?

Is the theory
explanatory of living
phenomena?

Is the theory
explanatory of human
phenomena?

Is the theory
about physical
phenomena?

Is the theory
about living
phenomena?

Is the theory
about human
phenomena?

Is the theory
about physical
phenomena?

Is the theory
about living
phenomena?

Is the theory
about human
phenomena?

It

It

It

It

It

It

It

It

It

is

is

is

is

is

is

is

is

PhE.

BE.

HE.

PhPr.

BPr.

HPr.

Phs.

BS.

HS.

Go to

Go to

Exit.

Go to

Go to

Exit.

Go to

Go to

Exit.
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16.

17.

19.

20.

3. EXPLICATING THEORY

. Criticism of theory consists of explication and evalua-
tlion of theory. Since one cannot judge the adequacy of
theory until one sets forth what the theory is, explication
of theory will be considered first.

‘Explication’ comes from the Latin ‘explicare’ meaning
to unfold. Thus, to explicate a theory is vo unfeld 1lt, to
set forth its content and form. This is necessary for most
theory usually is set forth in a manner which does not make
clear either its content or form.

The content of a theory is constituted by its elements
or parts. The basic elements of a theory are its concepts.
The concepts of theory are general ideas which describe
properties of the object of the theorizing. For example, in
my descriptive theory of education, teacher, student, con-
tent, and context are general ideas which describe the
properties of education, the teaching-studenting process.
In G. Maccia’s descriptive theory of worthwhile cognitive
achievement, quantitative knowing, qualitative knowing, and
performative knowing are general ideas describing worthwhile
student achievement, knowing.

The basic elements of a theory, its concepts, are put
together into yet other elements. Concepts are related to
form universal generalizations which describe relations be-
tween propertlies. An example would be the relating of the
concept, teacher comments, to the concept, student achieve-
ment, in the universal generalization, teacherrcomments
contribute to student achievement.

Finally, universal generalizations are related to form
systems. An example would be Dewey’s theory of education.

Thus, the content of a theory or its parts are: con-
cepts and universal generalizations. Moreover, relations
between concepts (concepts formed into universal generaliza-
tions), and relations between universal generalizations,
(universal generalizations formed into systems), give theory
its form.

Theory that is to be a candidate for knowledge must be
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made public. Knowledge is recorded knowing. Language is
the vehicle for making knowing public.

The expressions of language are words, phrases,
sentences, and related sentences. Obviously phrases are re-~
lated words, and sentences are related phrases. Language,
therefore, is an ordered collection of expressions. See

Schema 9 below.

Lo L caotes or

LETTERS WORDS PHRASES SENTENCES SENTENCES

Schema 9: Language as an Ordered Collection of
Expressions

Not all language functions in the same way. Some func-
tions to express what one is capable of expressing, and some
to elicit what oneself or another 1s capable of expressing.
Plato sorted out the cognitive, conative, and affective
capacities of the human being. Thus, one can express one’s
thoughts which are either propositions or mandates in des-
criptive or prescriptive sentences respectively, one’s in-
tentions in resolutive sentences, and one‘s feelings in emo-
tive sentences. The eliciting function relates also to the
trinity of capacities and manifests itself in problematic
and evocative sentences. Schema 10 presents a summary of
the functions and kinds of sentences.

To be more specific in regard to the expressive func-
tion of language, examples will be presented and explicated.
The sentence

Teacher-student interaction produces
teacher-student liking

describes the relation between teacher-student interaction
and teacher-student liking. This descriptive sentence ex-
presses the proposition that teacher-student liking is a
consequence of teacher-student interaction. This proposi-
tion, as well as any proposition or characterization of
states of affairs, could or could not be true.

Mandates, on the other hand, are orders for states of
affairs and as such cannot be either true or false.

Teachers, interact with your students

SENTENCES
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Functions of Language and Kinds of Sentences

Schema 10
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prescribes what a teacher is to do. This presqriptive
sentence expresses the mandate that the teacher interact
with her or his students. This order for a state of af-
fairs, as well as any other, is neither true nor false. To
be sure, one could ask why so order.

Intentions are very much Like mandates in thelr
orientation toward action and their lack of truth valge.
Nevertheless, intentions differ from mandates in being aims
for self-action rather than orders for the action of others.
The resolutive sentence

I, Teacher ¥, will interact with students

expresses the intention of a certain teacher, Teacher X, to
interact with students. Although one can inquire into the
why of this or any other intention, one cannot raise ques-
tions of truth or falsity. Aims for self-action are neither
true nor false.

An unalloyed example of the remaining expressive func-
tion of language is

Teacher interaction with students, bah!

This is an emotive sentence which expresses a negative fgel-
ing toward teacher interaction with students. This feeling,
as well as any other, is neither true nor false. It is what
it is. Of course, its justification is another matter.

It is important to sort out normative sentences from
descriptive, prescriptive, resolutive, and emotive ones. A
normative sentence such as

Opportunities ought to be provided for teachers to
interact with students.

expresses that there is a set of true propositions and par-
tially endorsed mandates or intentions which imply the
mandate or intention to provide opportunities for teachers
to interact with students. This illustrates that normatlve
sentences address themselves to the why of mandates or in-
tentions. Ianstecad of ‘ought te’, ’'must’, ‘should’, 'is re-
quired to’, ‘has the duty to’, 'is obligated to’, or ’%s
permitted to’ is used. When one is expressing the norm 1in
terms of rightness or wrongness, the terms '‘right’, ’'cor-
rect’, ‘permissible’, 'lawful’, ‘proper’, ‘bidden’,'or
‘wrong‘, 'incorrect’, ‘impermissible’, runlawful’, ’'im-
proper’, ‘forbidden’ appear.
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Turning to the elicitin i
. g function of language, exa
of problematic sentences which elicit thoughg agd’inte:€§§§

can be obtained b : N
above. Y transforming illustrative sentences from

What is phe relation between teacher-student
interaction and teacher-student liking?

Are teachers to interact with students?
Will I, Teacher X, interact with students?

It is patent that the first of the problematic sentences

elicits a ropositi
an intentiof. position, the second a mandate, and the third

The following emotive coni
T onjugation of Betrand Rus
?dapted to an educational context is a good example ofsiié
orce of words to elicit feeling:

I have reconsidered, other students have changed

their min
his word.ds' but the teacher has gone back on her or

ggsizlrtuelwords the studepc uses to describe her or his be-
whiler tchae lgacfio‘r;',t;h da pohsxtive feeling toward her or him
. rds the student uses to describe th’

t:iggzi’s 2§Pav10r calls forth a negative feeling toward thz
haviors' e words characterizing the other students’ be-
are not emotively toned as are virtue or bad words

and so are netural words whic do no function in an evoca-
T hich
t

and ggsoiifi:fic%inguage, of course, fupctions to express
Senteneas op s it. Thqs, problematic and evocative
language. ne nonjtheoret}cal ones. Also emotively toned
Moreoverl nozauii it functions to elicit is non-theoretical.
maooye ian u;: %?nguage that expresses is theoretical; it
ot mandgteze sissegii%rlbes an? nit language that sets
o ‘ nte ns, or feelings. Theoretical
emgtfsges ;re descriptive, not prescriptive, resolutive, or

. ormative sentences, too, are non-theoretical be-

cause they address the
mselv s P F 3 A
mandates or intentions. es to the justification of

formeéfaézg?;§ge is to ﬁunction to describe it needs to be
saited o ﬁ1lngly. It is obvious that the question form is
o the problematic function. Schema 1l sets forth
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the sentence forms for the various kinds of sentences: dec-
larative for descriptive, imperative for prescriptive and
resolutive, exclamatory for emotive and evocative,

terrogative for problematic,
fore,

and in-
The declarative form, there-
is the form of theoretical sentences.

But not all declarative sentences are theoretical, for
the description must be of the universal and not of the
unique; it must be quantitative and not qualitative.
Qualitative description utilizes figurative not literal lan-
guage, for figurative language permits the description of an
unique. To describe the unique is to present the embodied
meaning which is the unique. Figurative language permits
the imagery required for such a presentation. In the open-
ing stanza of Shelley’s poem, MONT BLANC:

The everlasting universe of Things

Flows through the Mind, and rolls its rapid waves,
Now dark~-now glittering--now reflecting gloom--
Now lending splendour, where from secret springs
The source of human thought its txibute brings
Of waters,-~-with a sound but half its own,

Such as a feeble brook will oft assume

In the wild woods among the Mountains lone,
Where waterfalls around it leap for ever,

Where woods and winds contend, and a vast river
Over its rocks ceaselessly bursts and raves.

the figurative language (for example, "flowing everlasting
universe") presents the very being of Nature, the change
that cannot die. Literal language cannot do this, because
such language has no semantic thickness and cannot embody

enough meaning for meaning which is the whole, the one, the
unigue.

On the other hand quantitative description must use
literal language; the language must be semantically thin.
There must be a single meaning. Theoretical language,

therefore, must not only be declarative but also literal in
form.

The form of its literalness is categorical. To be cat-
egorical is to be certain ilnsofar as something is predicated
of something else. A precise relation between two some-
things is given by making one a subject and the other a
predicate relative to the subject. 1In the proposition,
teacher-student interaction produces teacher-student liking,

teacher-student liking is predicated of teacher-student in-
teraction.
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Since theoretical propositions are universal proposi-
ns, strictly speaking they oniy involve predicates. Only
gular zerms (proper names) COunt as subjeczs wirzhin mod-

ra logic. The proposition, teacher-student iateraccion
produces teacher-studenz likiag, would be interpre d as Zor
il x and for ail y, if x is a member of the class Ieacler-
student interaczion and y is a memper of the class teacner-
student liking then x bears the reliation produces o y. The
sympolization would de

oW

o

(7x) (1Y) (Fx « Gy .- RXy)

whaere ‘Fx' stands for x is a teacher-student
interaction
‘Gy’ stands for y is a teacher-student
liking, and

'Rxy’ stands for x produces y.

The above universai proposition contains the universai
quantifier, ¥ , and predicates. What is involved is class
logic. 'As pointed out ia 2, classes involve ax-ension and
50 are guanticative in aaturae. Hence, the use of the “erm
ier’. Since classes are categorles, Zle
ralness of =heoretical language can be called 'categori-
' ia this reinterpreced sense.

The oredicates express the concepts of the theory, and
50 they are the pasic linguistic elements of a theory made
public. These basic linguistic a=lements are either words or
groups of words, phrases; they are the theorecical terms.

Within zheory, particularly scientific theory, some
distinguish observable terms Zrom thecoretical ones. Observ-
able -erms are ones that are operationally deflnable. Being
operationally definable is not being derfinable in zhe sense
of staring wnat characteristics mark off ctae universal class
designated by the zheoretical term from all octher classes
wizhin the domain under consideration. Rather deing opera-
tionaily definable ls being able zo directly observe whether
ar insctance falls within the universal ciass. The opera-
t:onai definition staces the procedure for observing whether
an instance falls within =he universal class.

To iilustrate, the operational definition of intel-
tigence is not =he ability ro acquire and apply xnowledge,
but iz 15 said zo be a procedure for observing aot only
whether an iastance falls within a class but also its rank
relative to the otier instances where other Zactors, such as
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age, are presumably ruled out. One procedure is that in-
volved in the Stanford-Binet Test which gives a value, the
I.Q. Since the observation of intelligence can be given a
value, sometimes intelligence is called 'a variable’.
Strictly speaking, intelligence is not a variable, for the
variable is a symbol, x, which can take on one of a set of
values ranging from low to high (say 50 to 150). One ought
not to confuse theoretical terms that can be related direct-
ly to observation with variables.

Moreover, this analysis shows that a better sort than
observable terms and theoretical terms would be theoretical
terms that can be related directly to obserwvation and
theoretical terms that can be related indirectly or not at
all to observation. Observation usually means sensory, but
observation need aot be. So the only theoretical terms that
cannot be related at all to observation are those of formal
theory, i.e., those of logic and mathematics.

Sometimes, particularly by psychologists, theoretical
terms that cannot be related directly to observation are
called ’'constructs’, while ’'variable’ is used for those that
can and are taken by some not to be theoretical terms. The
difficulty with this usage of ‘variable’ is clear from what
has been stated above. To call only some theoretical terms
‘constructs’ too has its difficulty, for all theoretical
terms are constructs in the sense that they are developed
through cognition.

A note of caution: just because all theoretical terms
are constructs does not make all theory arbitrary. Even
though the subject is the one who engages in thought about
the world, gives significance to the world, the experienced
world cannot be an attribute of each personality. This is
the subjectivist’s position, There are not multiple
realities, even though there are multiple perspectives. The
objects experienced are to be distinguished from our cogni-
tion of them. The objects experienced enter into a common
world which transcends cognition, though it includes cogni-
tion. Moreover, not all perspectives should be honored.
Not all cognition is knowing; not all signs of the world,
giving significance to the world, are adequate. This is the
intersubjectivist’'s position, and unless one takes it one is
solitary amid nothing.

To set forth the terms of the theory, then, the follow-
ing steps should be taken:

1. sort out the sentences that are declarative and
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uniiversal categorical,

2. list the subjects (in a logical sense,
predicates) and predicates of the sentences, and

3. delete the redundancies from the list.

Theoretical terms and their definitions are set forth
in descriptive metaphysics. Descriptive metaphysics, thus,
is a set of interrelated theoretical sentences which de-
scribe the properties of a system. A system is any extended
object, i.e., a class object not an iadividuated object,
from an atom to education. A description of a system may be
either structural ov a state description.

In a structural description of a system ocne character-
izes the system by specifying the properties that make up
the subsystems. [In biology, a structural description of a
system would be called ‘an anatomical description’. The map
of descriptive metaphysics presented in Schema 6 embodies
such an anatomical approach. The subsystems of education
are specified as teacher, student, content, and context.
Furthermore, the specification of the primary property of
each subsystem is as follows: that of the teacher, actor
whose aim is guiding another’s learning; that of the stu-
dant, actor whose aim is his or her own guided learning;
that of the content, structures for learning; and that of
the context, position for learning.

Since a state of a system is its properties at any one
time, a state description of a system is onme in which there
is specification of the change in properties from one time
to another. In biology, a state description of a system
would be called ‘a physiological description’. The
cognitive-developmental description of moral learning by
Kohlberg (1966) would be a state description of a system.
He specifies six stages of moral learning: “punishment and
obedience orientation”, "instrumental relativist orienta-
tion", "interpersonal concordance", "law and order orienta-
tion", "sacial-contract legalistic orientation", and "uni-
versal ethical orientation". The stages are listed in order
of development from lowest to highest.

Whether a description of a system is a structural or a
state description, the description is general for it is of
an extended object, a class. In my case, it is of the class
education; and in Kohlberg’'s case, the class moral learning.
Also to be theoretical the class must be universal, it must
be time and place independent. My class and Kohlberg’'s are

B
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meant to be universal.

. Notice that when you specify properties, definition is
involved. A class term is used for predication of a proper-
ty, since such predication is recognition that the object is
a bearer of the property and so is a member of a certain
class. A class term denotes all the particulars to which
the term is applicable (the extension or reference of the
term) and connotes the characteristics that a particular
nust héve in order for the term to be applicable to it (the
intension or sense of the term). To illustrate, ‘teacher’
deno;es all the particulars to which the term ‘teacher’ is
applicable--~Socrates, Abelard, Erasmus, Steiner, and so on,
?23 connotes an actor whose aim is guiding another’'s learn-

The definition is the statement which sets forth the
class term, called the definjendum--what is to be defined,
and'the sense of the term, called the definiens--that which
def}qes. The logical convention for setting forth a
definition is as follows:

definjiendum =g definjens

The Qgi;nigns‘secs forth the essential characteristics,
those the particular must have to be a member of the class.

. The characteristics (properties) of particulars without
which thg term stated in the definjendum would apply are ac-
companying or accidental. For example, the maleness of
Socrates, Abelard, and Erasmus is not essential to being a
teacher; Steiner is a female.

Because essential characteristics are differences which
sort out one class from another class (differentia
sgecxﬁlqa) within a universe (genus oroximum), definientia
are logx;al products of classes (genus et differentia).
Teacher is a logical product of the class of actors whose
aim is guiding and the class of actors involved in the
learning of others.

To order definitions into a chain, the definitions are
arranged so that definieptia are defined by other terms in
the system. Of necessity all terms cannot be defined, since
therg would be no end to the process. Every system of terms
has.Lts undefined or primitive terms. The image of the
chain becomes obvious if you think of each definiens becom-
ing the'ggg;g;ggggm of the next definition, and so on until
the chain is completed. Of course, the last link remains
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undefined.

An example of a definitional chain will now be present-
ed. It is a presentation of some of my descriptive
metaphysics of education.

1. Education =,. system consisting of
subsystems of teacher (T),
student (S), content (C),
and context (X)

Schema 12: Subsystems of Education

1.1, System =pr complex of components in mutual
interaction
1.2, Subsystem =, system within a system
1.3. Teacher =n¢ actor whose aim 1s guidinag
learning of another
1.4. Student =5y actor whose aim is his or
hers guided learning
1.4.1. Learning =p¢ psychical development
L.4...1. Psychical development =,¢ formation of
mental
structures
1.5. Content =,5¢ sStructures for psychical
development
1.5.1. Structures for psychical development =y.

structures which are
either cognitive (CG)
or conative (CN) or
affective (AF)

cG CN AF

Schema 13: Psychical Stzuctures

4l

1.5.1.1. Cognitive structures 245¢ schemata for
thought which
are either
quantitative
(QN) or
qualitative
(QL) or
performative
(PF)

QN QL PF

Schema 14: CognitiQe Structures

1.5.1.1.1.Quantitative schemata for chouqht =
propositions which
are either criterial
(C).or theoretical (T)
or instantial (I)

of

Schema 15: Quantitative Schemata for Thought

l.5.1.1.2.Qualitative schemata for thoughe =
propositions which
are either appreciative
(AP) or acquaintive (AC)
or recognitive (RC)

Df

AP AC | RC

Schema 16: Qualitative Schemata for Thought

1.5.1.1.3.Performative schemata for thought =
patterns for either
creative {(CR) or

nof
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innovative (IN) or
conventional (CO) or
protocolic (PR) actions

CR IN co PR

Schema 17: Performative Schemata for Thought

1.5.1.2. Conative structures =p¢ schemata for
volition

1.5.1.3. Affective structures =pg schemata for
feeling

6. Context =pf position for learning

Because definitions are logical products of classes, as
noted above, classification is basic to descriptive theoriz-
ing. However, not all descriptive theorizing is explicitly
classification. Within the above definitional chain is some
explicit classificartion.

A classification is a division of the phenomena which
are the objects of theorizing. The objects of theorizing
may be called ‘the universe of the theorizing’. Schema 12
represents the partitioning of the universe, education (E),
into four classes: teacher (T), student (S), content (C),
and context (X). Since the universe is a set, called 'the
universal set’, its subdivisions, the classes are subsets,
Thus, the classification can be symbolization in set
theoretic notation as follows:

E =Ty Sy Ci1 X

Classifications, however, are not always a simple
partitioning of a universe. Classifications can be
partitionings within partitionings. Schema 13 appears to be
a simple partitioning of psychical structures for develop-
ment into cognitive, conative, and affective classes, but
such structures are the content of education and so are
partitions within one of the partitions of educatioan.
Schema 14 too appears to be a simple partitioning, il.e., a
partitioning of cognitive structures into schemata for
thought which are either quantitiative or qualitative or
performative. Yet such schemata constitute only one divi-

43

siqn of content, cognitive structures, which in turn con-
stitute only one division of education. Quantitative,
qualitative, and performative schemata for thought are sub-
sumed under cognitive structures which is subsumed under
content which is subsumed under education. Also the com-
plexity of the classifications presented in Schemata 15, 16,
and.17 can be seen in Schema 18 which places these classifi-
cations, as well as those discussed above, in their proper
dependent relationship.

E
T
T s (o4 X

CG CN AF
ON QL PF
N N
I T o4 RE AC AP PR CN IN CR

Schema 18: Classifications in Interrelation

The classes, as shown in Schema 18, are hierarchically or-
dered, and so constitute a taxonomy.

. But not all hierarchies are taxonomies. An example of
a hierarchy which is not a taxonomy is Kohlberg’'s classifi-~
cation of moral learning into stages which are arranged from
lowegt to highest. Another example is the classification of
qualitative cognitive structures. These classes are ordered
so thqt.it is necessary to have one before the other,
Recognitive structures are necessary for acquaintive ones;
one must grasp qualities before grasping their relations.
Moreover, acquaintive structures are necessary for apprecia-
tive ones; one must grasp relations before grasping inter-
relétednegs or fitness. Prior necessity is not necessarily
loglcal inclusion. In a taxonomic hierarchy, one class
being less general is included in a more general one.
Hence, given more than one kind of hierarchy, more precision
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is needed in describing a taxonomy.

To be more precise, then, a taxonomy is a classifica-
tion in which

1. its classes (a class is called 'a taxon’ symbolized by
'T') are arranged in ranks from 1 to n;

2. every T of rank j where j ¢ n is included in a T of rank
j + 1; and
3
o]

. the number of T's of rank j is greater than than those
f rank j + 1.

In Schema 18
1. the T's are arranged in ranks from 1 to 4;

2. every T of rank j where j ¢ 4 is included in a T
of § + 1 (for example, every taxon of rank 1--1 1is
less than 4--is included in a T of rank 2--1 + 1: I, T, and
C in QN; RE, AC, and AP in QL, and PR, CN, IN, and CR in
PF); and

3. the number of T's of rank j is greater than those of
rank j + 1 (for example, the number of T’ of rank 1 is 15--
10 plus the other 5 T's brought down undivided from ranks 3
and 4--and is greater than those of rank 2--1 + 1--which is
8--3 plus the other 5 T's brought down undivided from
ranks 3 and 4).

Now my earlier statement that the classification presented
in Schema 18 is a taxonomic one is justified.

Yet another way in which classifications can be made
more complex is through cross-partitioning. One partition-
ing can be crossed with yet another partitioning. The
partitionings being crossed could even be taxonomies.
Recall that in my discussion of kinds of theory, I set forth
a classification that was a cross-partitioning. I parti-
rioned the universe of theories into kinds on the basis of
their content and form. A taxonomy emerged in which the
lowest ranking T’s were logical theory, mathematical theory,
descriptive metaphysics, explanatory philosophical theory,
praxiological theory, and scientific theory. Also I parti-
tioned the universe of theories into kinds on the basis of
their objects. A classification emerged in which the
classes were physical theory, biological theory, and
hominological theory. Then I crossed over these two
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partitionings and 18 classes could h

av i
ever, & had to be =zuled out, Sear thonrained:
matical theory are formal

C e How-
since logical theory and mache-
theory and so have no object.

o i C et
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e directly observed, operational definition of the
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catioy:;fzgmgorbéqt 10t to confuse description or classifi-
Becauss oF sucisngpt;ve theory or classificatory theory.
describe them y,eory oni can categorize particulars and so
know b . lchoup c.assificatory theory one would not

ow to divide particulars into groups.
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tie theory, the
terms:
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following steps are involved in ordering tne

1. sort out the theoretical definitions from the

operationai definitions,
2. list the theoretical definitions,

SOrt out Fhe theoretical definitions that
present clasgifications from the theorecical
ones that do not, and

4. order the definitions in a chain.
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The other theoretical sentences relate terms of dif-
ferent logical levels so that some (resultants) follow from
others (determinants). Given statements which are
dererministic in form, explanation is possible. For exam-
ple, one can explain why student achievement did not occur
in the absence of motivation on the basis of a theoretical
sentence relating student achievement as resultant to
motivation as determinant. Thus, these other theoretical
sentences are called 'explanatory’.

Among the explanatory theoretical sentences, there are
two kinds: those that set forth necessary relations between
the determinants and the resultants and those that set forth
contingent relations between the determinants and the
resultants. Philosophical theoretical sentences set forth
necessary relations, and both scientific and praxiological
theoretical sentences set forth contingent relations.

Turning first to necessary relations between the
determinants and resultants, these are relations that are
essential and so arise from the very nature of the
determinants and resultants. These relations have to hold
or the determinants and resultants would not be what they
are, but would be otherwise.

For example, the resultant, liberal content of educa-
tion, follows from the determinant, student achievement ob-
jective of autonomy. This following is essential and so
arises from the very nature of liberal content and autonomy
To be liberal content is to be knowledge. To be autonomous
is to be an I, a decision-maker. Since being a decision-
maker implies knowledge, given the student achievement ob-
jective of autonomy, liberal content of education follows.
Autonomy and liberal content would have to be otherwise not
to have this relation hold.

Contingent relations between determinants and
resultants, on the other hand, are accidental and so do not
arise from the very nature of the determinants and
resultants. These relations do not have to hold for the
determinants and resultants to be what they are.

For example, the resultant, skill achievement, follows
from the determinant, ilntermittent practice. The following
is accidental and so does not arise from the very nature of
skill achievement and intermittent practice.
ment is development of performative facility, while inter-
mittent practice is repeated performance that is dis-

Skill achieve- §
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continuous. Development of performative facility does not
lmply'repeated performance that is discontinuous. It is
conceivable that certain learners would require no repeated
performance to develop performative facility. Given eidetic
imagery, a{performance of another conceivably could suffice.
Mogeover, it is conceivable that certain learners might re-
quire repeated performance but which need not be dis-~
continuous, and which even may need to be continuous. This
conceptual possibility is based upon other factors relative
to learners, such as stamina and memory, Thus, the relation
between skill achievement and intermittent practice could be
ogherwi§e without skill achievement and intermittent prac-
txce_belng‘otherwise. The very nature of skill achievement
::faézfermlttent practice does not demand that they be so
ed.

Both scientific and praxiological theoretical sentences
express contingent relations. The difference between the
two kinds is not with respect to form but with respect to
content. As noted earler, scientific theoretical sentences
do not have any axiological content while praxiolegical
theoretical sentences do.

. Scientific theoretical sentences express accidental re-
latlons.between properties so that effects of one or more
properties upon one or more other properties are described.

An example would be

Group cohesiveness produces group influence on its
members.

The effeyt of group cohesiveness on group influence of its
members is described. Group cohesiveness is the determinant
of the resultant, group influence of its members.

Praxiological theoretical sentences express accidental

-relations between properties so that the effectiveness of

one or more properties in effecting one or more other
properties is described. Stated differently, the sentences
express universal generalizations about instrumental value,
L.g.,.what means are effective, instrumentally good, in
bringing about an end or ends.

An example would be
Advance introduction of relevant subsuming concepts

facilitates retention of unfamiliar but meaningful
verbal materials.




48
The effectiveness of the advance introduction of relevant
subsuming concepts in effecting the retention of unfamiliar
but meaningful verbal materials is described. Such
organizers do facilitate and so are effective.

Schema 19 summarizes the kinds of theoretical
sentences.

Descriptive

Necessary Philosophical

Scientific
Contingent<::::
Praxiological

Schema 19: Kinds of Theoretical Sentences

Explanatory

It should be noted that there are also formal theoretical
sentences which are necessary ones. However, they are not
entered in Schema 19, since only necessary ones that fall
under the category of explanatory theoretical sentences are
included. Formal theoretical sentences are not explanatory
of phenomena, because they are without content and so cannot
function as universal generalizations that describe
phenomena.

Even though there are different kinds of explanatory
theoretical sentences, nevertheless they are all
deterministic. However, some question whether theoretical
sentences that explain human phenomena can be deterministic.
Questioning is on the assumption that holding that all ex-
planatory theoretical sentences are deterministic entails
taking the position of a kind of determinism that is
antithetical to free will. Free will is taken to be central
to human being in the world. It is granted that if one
holds that explanatory theoretical sentences are
deterministic then it follows that one embraces determinism.
Obviously, if one is a determinist, one holds that for
whatever happens there are conditions so that, if obtaining,
nothing else could happen. Theoretical sentences being
deterministic in form express invariable connections which
establish the controlling conditions. However, it is not
granted that such determinism is antithetical to free will.
The controlling conditions include in human phenomena, human
decisions. Free will or self-determinism is not ruled out.
In fact, if one did not take the position of determinism,
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free will would be ruled out. Non-determinism permits only
chance happenings. Given only chance happenings, the human
being could not be a determining force. There would be no
determining forces., Just anything could happen. Thus, non-
determinism not determinism is antithetical to free will.

But there is a position that is antithetical to free
will. It is a position that Skinner takes, the position of
metaphysical materialism. Such a position rules out self-
determinism, since the psyche is denled and so the self as
decision-maker.

Although all theoretical explanatory sentences are
deterministic in form, some are symmetrical with respect to
determination. What is involved is the determinant playing
also the role of the resultant, and the resultant alsoc play-
ing the role of the determinant. An example would be the
relation between interaction between persons and liking be-
tween persons. Symbolization should make clear what is in-
volved in symmetry

D+ R

where ‘D’ stands for interaction between persons
'R’ stands for liking between persons

Clearly interaction between persons leads to liking between
persons and yice versa.

Besides modification of explanatory theoretical
sentences according to symmetry, there is modification ac-
cording to the complexity of determinants and of resultants.
Also to be considered is the truth value of determinants

and of resultants. In all the examples of theoretical
sentences given above, the determinants and the resultants
were simple and of positive truth value. However, com-

plexity or negative truth value is possible. With respect
to complexity, there can be one or more determinants related
either as conjuncts or disjuncts and one or more resultants
related either as conjuncts or disjuncts. The following
schema,

DA Dy~ Ryv Ry

where ‘A’ stands for and
'v'’ stands for either . . . or

%s complex insofar as it has two determinants that are con-
juncts and two resultants that are disjuncts. To be a con-
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junct is to be part of a compounded property. All of the
conjuncts are required in the determination. Both Dy and Dy
are needed as determinants. To be a disjunct is to be an
alternate. Aay one or combination of the disjuncts can en-
ter into the determination. R; can be the resultant or Ry
can be the resultant or both Ry and Ry can be resultants.

Turning to negative truth value, the theoretical
sentence,

Without student believing there is no student
knowing

can be symbolized as
~D = ~R

where ‘~' stands for not
"D’ stands for student belleving
'R’ stands for student knowing

In this theoretical sentence, no assertion is made that stu-
dent knowinyg follows from student believing, only that if
studant believing is absent so will be student knowing.
student believing is a necessary condition but not a suffi-
cient condition for student knowing.

There are yet two other modifications of explanatory
theoretical sentences, but these are restricted to those ex-
pressing contingent relations. These are modifications ac-
cording to time and according to certainty.

The schema for modification according to time is
Dy - Rg
where ‘t’' stands for time
It should be noted that explanatory theoretical sentences

without a time modification do not present invariant se-
The determinant is not taken as prior in time to

quences .
the resultant. ‘4, ' is not to be interpreted as a leading
in time. Thus, the mechanistic point of view which involves

a linear sequence is not embraced.

A mechanistic point of view is one that phenomena are
to be represented like a machine. A machine is an object
that consists of parts that act in predetermined ways to
bring about certain specific effects.

Thus, in such an ob-
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The schema for modification according to certainty is
D AR
where 'c* stands for probably

0 i i
tg&:ntszeﬁgetlcal sentences in the hominological sciences
above tendency form, because it cannot be asserted
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for all cases that the resultant follows the determinant,
An example would be

Persons of higher authority tend to receive more
prestige.

To summarize, all explanatory theoretical sencences can
be modiflied according to symmetry, complexity, and truch
value. 3ut only conzingent explanatory :heorg:Lcal
sentences can be modified according to time and certainty.

One way of relating explanatory theoretical sentences
i3 deductively. For sentences to be deductively related
they must form an axiomatic system, A, ln which for each
poséible interpretation of rhe caiculus, C, thac'makgs u;e
astioms (postulates, P) twrue, every theorem, T, likewise is
true. The relationship =hat holds between the postulates
and the theorems is that of implication.

An axilomatic system, A, is a subsystem of some lan-
guage, L, such that some permissible or well-formed :ormu}a—
tions, wifs, of L are underived (are pgstulates, P’s) Wth
resrect "o Tuleg of transiormation, G ,‘aqd'ﬁrom wnich by
appliicacion of G, theorams (T's) are derivable.

Notice that in an axiomatic system all the sentences
can be separated into two sets: a set of underived
sentences (P‘s) and a set of derived sentences (T’'s). .The
underived sentances are necessary to prevent circulariey,
and zhe derived sentences must be derived from the postu-
lates or other theorems.

One subset of -he transformation rules (GT’s) is con-
stitucted by replacement rules (detfinitions, D) esg§b¥xghlnq
synonymies. This is a metatheoretical view of der;nxt;oq&
The “heoretical view is that definitions constitute descrip-
tive metaphysics. That is to say, on the theoretical.;eveL
a definition describes properties of the phenomena; wn;le‘on
the mectatheoretical level, the definiendum is an abbrevia-
tion for the definens. The descriptive definition becomes
an abbreviatory one which states a rule for substituting
fewer terms for more terms. Rules are stipulations (demands
for agreement) which are conventions (agrgements). Thus,
any derinition can be viewed as stipulative and coaven-
tional. However, this does not make a definitlon arbitrary,
since the metatheoretical has a basis in the theoretical.

The language, L, of which the axiomatic system, A, is a
part, as all languages, has elements, a vocabulary V, and
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rules, a grammar, G, Given V and G, L can be generated.

The vocabulary consists of primitive terms (undefined
terms, VU) and defined terms, VP. There must be primitive
terms to eliminate circularity. The vocabulary is set forth
in descriptive metaphysics.

The grammar consists of syntactical rules GSY, which
are rules for form, and semantical rules ,GS which are
rules for content. Of course, L must be interpreted, as it
ig in all theory other than formal theory, in_ order to have
eS8, ye have already noted one subset of G®', the trans-
formation rules, 7T, which include the replacement rules, D.
The other subset of G®! is the formation rules, G¥. These
rules determine the well-formed formulations of the lan-
guage, L.

The calculus, C, is an uninterpreted (purely formal)
axiomatic system, A. A simplified example of a calculus of
a deductive system would be the set of postulates:

Pl: A~ B
P2: B~ C
P3: De C

Some of the theorems would be:

Ti: 8- D
T2: A~ C
T3: A~ D

Tl can be derived from P2 and P3:
*1. B+ C - DasC P2, P3
*2. B- D . (1) TF
3. B+ C: D=-C.2>B D *
T2 can be derived from Pl and P2:
*1. A+ B. B+ C ] Pl, P2

*2. A C : (1) TF
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3. A BV BV .2 A~E ¥
T3 can be derived from P21 apnd Tl:

*l. A =+8+ B=-0D Pl,

E)
Ve

i
raj

*2. A al (1}
3. A=3+ B+ D,.2a=+0D hd

In the above daducticons 'TF' stands for truth funec-
:iongl rules set forth in Truth Functiosnal Syncactics in Ap-
pgndix I. Truth functional rules are transfiormation cules,
G*. The particular rule being appliad hars is

P g+ @2 L3 P Y

Zetterberg in ON THEORY AND VERIFICATIONM IN SOCIOLOGY
sets Zorth a deductive relacing of explaractory theorecical
sentences in which the above calculus can be discerned.
Taking the Zfollowing thecrecical sentances as given:

e

Macional prosperity (A) produces middle class
expansion (8)

2. B produces consensus of values (C)
3. B produces social mebility (D)
4. D produces C and vice versa

he sorts out 1, 2, and 4 as postulates., The postulaces are
then the same as in the calculus staced above, namely

I. A= B
II. B = C
III. b= (

He then uses Postulates II and III to derive 3, 8=~ D, and
50 orders Lt under the postulates as a thaorem in che sys-
tem. He then goes on to derive A = C, using Posculaces I
and II, and A * D, using Postulace I and the firsc theorem
he derived, 8 = D. (The three derivations of Zetterberg arse
presented above in the calculus.) Thus, two other theorems
emerge and are ordersd under che postulactes and the first
stated theorem. All six theoratical sentences thersby are
relaced deductively.

55

Zetterberg has given an interpretation of the caleculus
in terms of certain social phenomena. To give an inter-
precaticn of the caleculus in terms of soclial phenomena that
are educational one would have to interpret the determinants
and resultants in terms of proparties of teacher or student
or learning content or teaching-studenting concext,

When the explanatory theoretical sentences can be pre-
gsented as a fully articulated deductive system, then the
theory can be said to be made fully formal. However, such
full formalization is rarely, if ever, possible in theoriz-
ing about human phencmena. The impossibility arises from
ancther impossibility which is that of not suppressing ex-
ogencus material.

Material that ls suppressed--postulates or theorems or
vocabulary (definitions)--is either indigenous (within the
theory) or exogenous (without the theory). The indigenous
material can be suppressed premises or implicit presupposi-
tion of veocabulary. The axogenous material is implicit
presupposition of large segments of theory of other dis-
ciplines {e.g., presupposed psychological theory within edu-
cational theeory). While suppressed premises can be stated
and definitions and undefined vocabulary explicitly stated,
it is not possible to make explicit all of the presupposed
theories of other disciplines in theory about human
phenomena which incorporates thecry from so many dis-
elplines. Thus, one settles for partial formalizatien.

Digraphing is an alternative to deductive ordering of
explanatory thecretical sentences. Digraphing is an order-
ing of theoretical sentences in which the determinancs and
resultants are interprated as points and the connections be-
tween them as lines directed from detarminant teo resultant.
For example, given the same explanatory theoretical
santences that Zetterberg set forth as the three postulactes
in his deductive system,

A=+ B
Bs C
De C

they can be ordersd through digraphing and the order eithar
presanted diagrammatically
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or in a matrix

A [} 1 1 1
B ] 0 1 1
[of ] 0 0 1
D 0 0 1 0
or as relations

(A,B), (R,C), (A,D)

(8,C), (B,D)

(C,D)

(D,C)

Through the ordering by digraph, the theoretical ex-
planatory sentences, the theorems stated by Zetterberg, also
emerge:

A~ C
A=+ D
B ~D
Inventories of determinants (D) of given resultants (R)
and inventories of resultants of given determinants would be

special cases of digraphing in which there is no chaining.
These cases are represented below.

Dy Ry

Dy Rx Dy Ry

Dp Rp
Schema 20: Inventories
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An example of an inventory of resultants is found in G.
Maccia’s and my theorizing about education as a soclal sys-
tem (MAN IN SYSTEMS, 1977) in which the following explana-
tory theoretical sentences were related:

Centralization (CE) in an educational system leads
to no demand ( TP) placed upon that educational
system.

CE in an educational system leads to standardization
(IM) within in that educational system.

CE in an educational system and stress (SE)
on that educational system leads to no stability
(SB) in that educational system.

CE in an educational system leads to independence of
parts (I) within that educational system.

_ TP

Schema 21: Inventory of CE’s Resultants

From the examples of the digraphs, it is clear that
digraphs can present relations between modified explanatory
theoretical sentences. The digraph which relates Zetter-
berg’s explanatory theoretical sentences includes one that
incorporates a symmetrical connection among the others which
incorporate asymmetrical connections.

The digraph which relates the explanatory theoretical
sentences from Maccia’s and my theory includes the truth
values of the determinants and resultants. Agreement in
truth value between the pairs gives a positive connection
(indicated by an arrow with a solid shaft) while disagree-
ment between pairs a negative coannection (indicated by an
arrow with a non-solid shaft).

Moreover, the digraph representing the lnventory of
CE’s resultants also incorporates a complex determinant
which consists of conjuncts, centralization, CE, and stress,
SE, which together produce no stability, SB. If the digraph
incorporates a complex determinant or resultant which con-
sists of disjuncts, then the digraph would have to be




represented differently, for one or any compination of the
disjuncts could produce the effect. Mullins ia THE ART OF
THEORY presents such a digraph from Berelson and Steiner’'s
Theory of Organizacion.

Communication Channels
TNa e
»Similaricy
Al
. -
Decentralization«’
22:

Schema A Digraph Which Represents Disjuncts

To summarize this section on expiicating the explana-
tory theoretical sentences, the following steps are involved
in ordering the sentences:

1. sort
from

out the explanatory theoretical sentences
the descriptive theoretical sentences,

2. sort the explanatory theoretical sencences
according to the following categories:
philosopnical, scientific, and praxiological,
and

deductively or digraphically order the
explanatory sentences within each category.

R

4. EVALUATING THEORY

The last section set forth the first set of methods in
criticizing theory, explication. WNow I shall consider the
second set of methods which are the heart of criticism.

'Criticism’ comes from the Greek ‘krinein’ meaning to
separate out or to select. The essence of the act of criti-
cism of a theory then must be a judgment of a theory as to
its worth. Obviously, theories are not selected unless they
are of worth.

. To judge a theory as to its worth demands that one
first has a clear grasp of what kind of worth is being con-

sidered. Is the worth intrinsic or instrumental? If it is
intriansic worth, is it eizher epistemic or moral or
aesthetic worzh? If it is epistemic worth, then truth is
being considered. If it is moral worth, then goodness is
being considered. If it is aesthetlic worth, then beauty is

being considered. If it is instrumental worth, then utility

is being considered.

Since the function of theory ls to present knowledge of
universals, the worth considered here will be epistemic.
Theories are selected on the basis of truth. Aquinas pre-
sented a succinct definition of truth: “Verityas est adae-

natio rei er tellectusg." (De_Yeritate, Q. 1, A. 1) Al-
though cthe literal translation of the Latin is "Truth is the
adequation of things and the intellect”, perhaps it is best
understood as truth is the correspondence of our beliefs to
reality. In the words of Aristotle: “To say of what is
that it is not, or of what is not that it is, Lis false;
while to say of what is that it is, and of what is not that
it is not, is true." (Metaphysics 10llb 26 ££.)

££.

Because of the fallibility of human beings, it should
be obvious that they could err act any one time as to what
beliefs are to be counted as true. For example, earlier tle
Phlogiston Theory was accepted. Today we know that oxygen
not phlogiston--a supposed volatile constitutent of all com-
bustible substances--is involved in buruning. Another exam-
ple that predated Copernicus (1473 - 1543) would be the
Ptolemaic Theory which made the earth the center of the uni-
verse. Human error does not mean there is no truth or human
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beings cannot know what is true. There is advancement in

theoretical knowledge.

Perhaps it is not as obvious that human fallibility
produces disagreement at a given time as to the truth. Con-
sider the disagreement between Reich and Freud about the na-
ture of the uncounscious. Reich claimed that what Freud pre-
sented as the unconscious--the basic sexual and aggressive
nature of the human being--was not primary but secondary, a
deformation of a basic social and non-agqressive human na-
ture. What is necessary to settle this disagreement is more
phenomenological analysis, analysis that is yet to be done.
Human disagreement does not mean that there is no truth or
human beings cannot know what is true. There will be advan-
cement in human knowledge.

Human fallibility, thus, results in emergent truth for
human beings. 1In other words, the human being does not pos-
sess an anlimited truth. Since ’absolute’ comes from che
Latin absolutus meaning completed or unconditional, truth
that is unlimited is absolute truth. It is truth with a ‘T’
or it is Truth which some call ’'God’. As Peirce stated
it: If belief "were to tend indefinitely toward absolute

fixity," we would have the Truth. ("What Pragmatism Is")

A caveat 1ls in order. Because some human beings do not
or will not accept the truth as set forth by human beings
who inquire does not mean that there are multiple realities
and so their beliefs correspond to their own realities which
differ from the reality of inquirers. This way of putting
the matter is wrong. There are not multiple realities only
maltiple views of reality. What such non-acceptance means
is that they neither are or will be inquirers nor will they
accept the results of inquiry. It means that they refuse to
be rational and to listen to reason. They refuse to follow
or acknowledge the method in which beliefs are made explicit
and public and are justified by stating reasons supporting
the beliefs.

In 1878, Peirce published a paper, “The Fixation of
Belief”, in which he introduced the word ‘inquiry’ to sig-
nify the rational way to settle doubt and so to fixate
belief. The rational way to settle doubt is a way which is
guided by criteria for seeking truth, i.e., for seeking the
one true opinion on some subject. Peirce acknowledged, how-
ever, that most persons employ not the method of ingquiry but
that of tenacity or authority or "agreeableness to reason”,
for few persons are possessed by the "will to learn”. In
the method of tenacity, human willfulness settles the doubt.
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Rathe; than a settlement on an objective basis, there is a
shutt%ng out from all influences so as to remain settled in
a belief. Fiat is the essence of the method of authority;
the test is what the leader thinks. Preference is the basié
of agreeableness to reason or what Peirce called ’"the g

gf;p i method’; what the reason inclines to the reason
claims.

L Pe};ce used ‘scientific’ for ‘rational’, but
scientific’ was used by him in its earlier sense. As al-
ready discussed, in its earlier sense ‘science’ encompasses
all of_theoretical knowledge including philosophy. There-
fore, it would be a mistake to narrow the method of inquiry
to that which is productive of science in its contemporary
sense. Also Peirce used ‘g _priori’ not in its deductive but
in its self-evident sense. In its deductive sense, the a
priori method is a part of the inquiry method. It is a part
of and not, as the 17th. Century Rationalists (Descartes,
Spinoza, and Leibnitz) thought, all of being rational.

Given that theories are selected on the basis of truth,
the evaluation of a theory takes the following form:

T is w because of r

where 'T‘ stands for a theory
‘w’ stands for true or false
‘r’ stands for reasons that refer to the
theory itself

Since explication of the theory should provide the rea-
sons why a theory is true or false, the explication must be
in thg context of epistemic criticism. To be in such a con-
text is to be an unfolding of the language which is the
theory so that the expression of beliefs about reality is
revealed. The methods of explication that I presented do
just that.

To explicate lanquage is to present the order which is
the language. The order of language is constituted by its
pragmatics, semantics, and syntactics. ‘Pragmatics’ comes
from the Greek ’‘prattein’ to do, and so pragmatics treats of
what the language is doing, its function.

) ‘Pragmatics’ here is not used in a behavioral sense but
in an analytic sense. So, even though pragmatics does treat
of the relation of language to language user in so far as it
treats of functions of lanquage, it does not treat of pur-
poses of the language user except as the language user’s
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purposes colncide with functions of language. Furthermore,
functions of language are determined through analysis of the
language in use and not through the behavior of one using
the language already in use. This analytic sense of ‘prag-
matics,’ when I first set it forth in the sixties, was
called by me ‘analytical pragmatics’ to distinguish it from
C. W@. Morris; bepavioral pragmatics (1953).

While it is true that human beings develop language to
serve thelr purposes, human beings cannot make what has been
developed £for certain purposes function for other purposes.
Perhaps an analogy would be helpful. Human beings invented
the synthetic fabric, aylon. But nylon can do only what its
structure (its form and content) permit. It cannot function
as human food even though a human user erroneocusly could set
forth such a purpose for it. The functions of nylon follow
from an analysis of its structure,

‘Semantics’ comes from the Greek ‘sema’ sign, and so
semantics treats of the meaning of the language, its con-
tent. Finally, ’‘syntactics’ comes from the Greek suntassein
to put together, and 50 syntactics treats of the arrangement
of the language, its form. Therefore, to explicate language
is tn presenc its order through its function, content, and
form.

Another way of stating that one is presenting the order
of language is to say that one is presenting the logic of
language. ‘Logic’ here is not used in its usual narrow
sense wherein reference is only made to form, to syntactics.

To illustrate the concern in narrow logic with only ar-
rangement in language, recall that the commonplace notion of
logic takes it to be the study of valid argument forms.
When an argument is valid in form, the conclusion or conclu-
sions follow from the premise or premises, i.e., the
sentences are so arranged that one or more sentences are
derivable from one or more other sentences according to a
rule or rules (called transformation rules--a kind of
syncactical rule). Being more specific, the sentence

if the teacher-student ratio decreases then
teacher-student liking increases

follows from the sentences

if the frequency of teacher-student interaction
lncreases then teacher-student liking incrieases
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if the teacher-student ratilo decreases then the
frequency of teacher-student interaction increases

by the syntactical rules, transposition and hypothetical
syllogism. To state the matter more adequately:

*1. p ~q
*2. r© - p
*3. -5

(1) Trans.

£

*4.

r

u

(2) Trans.

Fo o]
U
5]

*5, (3) (4) H.S.

*6, r = q (5) Trans

7. p 2>q rTop  >2r>2q *
where 'p’ stands for the frequency of teacher-
student interaction increases
‘g’ stands for teacher-student liking
increases
‘r’ stands for teacher-student ratio decreases
‘Trans.’ stands for the rule of transposition,
i.e., p>q .= gqoPpP
'H.S.’ stands for the rule of hypothetical
syllogism, i.e.,
P g gqor Dpor
'Logic’ in a broader sense addresses itself also to the

pragmatical and semantical aspects of langquage. Loqic_of
language, consequently, consists of pragmatics and semantics

as well as syntactics. See Schema 23.
PRAGMATICS
LOGIC OF LANGUAGE SYNTACTICS
SEMANTICS

Schema 23: Components of the Logic of Language

Since adequate theoretical language functions to pres-
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ent knowledge of universals, such language will present
reality and thus be true or have epistemic worth. In order
to so function, theory must meet certain criteria with
respect to form and content, i.e., theory must meet certain
syntactic and semantic criteria. The meeting of these
criteria constitute the reasons for «<laiming that the theory
is true or has epistemic worth. The process of evaluarion
thus is checking the theory against the appropriate syntac-
tic and semantic criteria. The remainder of this sectlon on
evaluating theory will present these criteria.

Iin explicating theory, it was discovered that when one
sets forth the terms of the theory and their definitions
descriptive wetaphysies is being presented. Descriptive
metaphysics, as was stated earlier, is a set of interrelated
theoretical sentences which describe the properties of a
system, and such description may be either a structural or a
tate description. The first set of criteria, therefore,
will be those that must be met if descriptive metaphysics is
to be true and so of epistemic worth.

Descriptive metaphysics is a division of the phenomena
which are the object of theorizing--the system--so that a
set of descriptors characterizing the system’s properties
emerges. To do this, the metaphysician must provide a set
of class terms for characterizing each and every component
of the system. As already noted, a class term is used for
predication of a property, since such predication is recog-
nition that the component is a bearer of the property and s0
is a member of a certain class. Therefore, classification
is basic to descriptive metaphysics.

However, classification always involves definition. A
class term denotes all the particulars to which the term is
applicable (the extension of the term) and connotes the
characteristics that a particular must have in order for the
term to be applicable to it (the intension of the term).
Since extreasion is determined by intension and a definitien
sets forth the intension of a term, definition is basic to
classification.

What then are the criteria for a classification which

is of epistemic worth? The criteria are exactness, exclu-
sivity, exhaustiveness, external coherence, and ex-
tendability.

The criterion of exactness demands that the class terms
be well-defined. A true definition states the universe
(genus) from which to sort out classes, and the differences
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or essential gharacteristics (differentia) which distinguish
the class being sorted out from the other classes in the
universe. For example, the following definition

Education is intended guided learning

sets forth learning as the genus and intended guided as the
differentia. This definition can be presented through

Schema 24.
r
learning education intended
guided
Schema 24: Definition of Education

. To determine whether the above definition of ’‘educa-
tion’ meets the exactness criterion one can use the method
of imaginative variation. In this method, one does not ap-
peal to observation nor does one regard a property as essen-
tial, rather one inquires into the essentiality of
properties by taking an example and asking whether without
each of its properties it could be recognized as an example
of a certain kind of object. Relating this to the above
definition of ‘education’, one can take an example such as
Johnny being educated in reading and ask whether without
Johnny_beinq guided to learn to read could the example be
recognized as education.

An example of a definition of 'education’ which does
not meet the criterion of exactness is John Dewey’s. He
conceived "education as the process of forming dispositions,
intellectual and emotional toward nature and fellow men"”
(DEMOCRACY AND EDUCATION, p.383). Education encompassed too
@uch; it became as broad as human learning, as human being
in the world. His definition lacked the essential property
of learning that is guided.

The attempt to apply the criterion of exactness has
made apparent that adequacy of a definition depends upon
clasgification. The definition of ‘education’ depends upon
gorting out education from other classes of learning. Dewey
cgg bedfaulted only if the kinds of human learning are con-
sidered.
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The criteria of exclusivity and exhaustiveness can be
stated with precision through set theoretic concepts.
Classes can be viewed as subsets of the universe which s
taken as the universal set, Within the context of such
viewing, the criteria of exclusivity and exhaustiveness can
be stated as follows.

Exclusivity: Every element in the given universe
appears in at most one subclass, i.e.,

Sy N Sy =9 for every pair of subclasses under
considdration.

,,,,,,,, Every element in the given universe
should be in some subclass, i.e., US; =u, where
'S;’ stands for the collection of subclasses and
union is performed over all subclasses.

Fxclusivity and exhaustiveness together require that every
element of the universe appears in at most one subclass Sj.

An example would be the classification of learning (L)
inro fortuitous learning--non-intended and non-guided--(F),
training-~non-intended and quided--(T), discovery--intended

and non-guided--(D), and education--intended and guided--
(£). Schema 25 represents this classification.
¥ T D E
Schema 25: Classes of Learning
To apply the criteria of exclusivity and exhaust}ve-
ness, one can use the method of imaginative completion.

What one does is to search for components of the system
which are not classified, i.e., which do not appear in at
most one subclass S;.

An example of an inadequate classification of cognitive
educational objectives would be that of Bloom. Bloom sorts
the cognitive educational objectives into knowledge and in-
tellectual abilities and skills. ‘Knowledge’, as he defines
it, “involves the recall of specifics and universals, the
recall of methods and processes, or the recall of a pattern,
structure, or setting" (1964, p. 186). 'For him,, "the
abilities and skills objectives emphasize the mental pro-
cesses of organizing and reorganizing material to achieve a

i
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particular purpose” (lbid., p. 189). The method of imagina-
tive completion does not have to be carried out too long %o
discover components of cognitive psychical developmant =hat
are not classified. Bloom does not include, for example,
qualitative cognition. XKnowledge of particulars (specifics)
ang knowledge of generals are included but knowledge of
uniques is excluded. :

Bloom,
taxonomy" .
as follows.

moreover, calls his classification, "a
In his classification, the classes are ordered
The universe of cognition is subdivided into
two classes, KNOWLEDGE and INTELLECTUAL ABILITIES AND
SKILLS. Then KNOWLEDGE is subdivided into three subclasses:
KNOWLEDGE OQF SPECIFICS, KNOWLEZDGE OF WAYS AND MEANS OF DEAL-
ING WITH SPECIFICS, and XNOWLEDGE OF THE UNIVERSALS AND AB-
STRACTIONS IN A FIELD. Then ZANOWLEDGE OF SPECIFICS is sub-
divided once again into two classes; KNOWLEDGE OF WAYS AND
MEANS OF DEALING WITH SPECIFICS into five classes; and
KNOWLEZDGE OF THE UNIVERSALS AND ABSTRACTIONS IN A FIELD into
two classes. The same kind of subdividing occurs with
respect to INTELLECTUAL ABILITIES AND SKILLS, only different
numbers of subdivisions are involved. INTELLECTUAL
ABILITIZS AND SKILLS is subdivided into six classes, and ail
but one of these subclasses are also subdivided. COMPREHEN-

SION is subdivided into three classes; ANALYSIS into three
classes; SYNTHESIS into three classes; EZVALUATION into two
classes; and APPLICATION is not subdivided.

For a classification to be a taxonomy, it must meet the
criterion of hierarchical order. To be hierarchically or-
dered a classification must meet the following conditions
which I stated earlier but shall repeat here in a different
but perhaps more precise form.

1. fTaxa (classes) are arranged in levels which are
serially ordered from 1 to n. Thus, every taxeon
can be designated by Ti4 where the subscript j
indicates the parciculag level for the taxon or
its rank. The subscript i is arbitrarily
assigned to differentiate the taxa at a given
level.

2. Every taxon of level j where j < n is included
in some taxon of level j + 1. Stated more
precisely, for a given j where j ¢ a, there

exists some k such that Tij is included in Tyg

for m = j + 1.

The number of taxa of rank j is greater than
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the number of taxa of rank j + 1.

4. Taxa of each rank are mutually exclusive and
exhaustive., Stated more precisely, for a
given rank j, Tjs Trs = for any i and k
appearing as subgcriptg in the taxa of rank j,
and Yy T = u,

Bloom’s classification meets at least the first three
conditions. The lowest level of his classification is 1 and
the highest level is 3. The taxa in level 3, T;3 (KNOWL-
EDGE) and T3 (INTELLECTUAL ABILITIES AND SKILLS), are dif-
ferentiated symbolically by their first subscript, while
their second subscript indicates that they are both taxa of
level 3. Moreover, every taxa of rank 1 is contained in a
taxon of rank 2 and every taxa of rank 2 is contained in a
taxon of rank 3. Finally, on level 3, there are 2 classes;
on level 2, 9 classes; and on level 1, 21 classes. As to
the taxa of each rank being mutually exclusive and exhaus-
tive, there are difficulties. An example would be the
separation of analysis of relationships and the analysis of
organizational principles into two classes. Surely the re-
lationships are the structure that hold the communication
together, and so to analyze one is to analyze the other.

The criterion of external coherence demands that the
classification fit in with extant theoretical knowledge.
For a therretical statement to fit in with extant theoreti-
cal knowledge, the theoretical statement must be a member of
the present system of true theoretical statements whose ele-
ments are related by ties of logical implication.

Logical implication is best understood in terms of
logical consequence. Two statements are related by logical
implication when one statement, S", is a logical consequence
of the other, S'. To be a logical consequence means, of
course, 5" loglcally follows from 5'. This can be checked
out by forming a conditional in which S’ is the antecedent
and 8" is the consequent and then determining if this condi-
tional is valid (true under all truth value interpreta-
tions). 1If and only if the conditional is valid, is there
logical implication. The reason for this is that the case
in which the antecedent is true and the consequent is false
is ruled out. This would be the only case in which the con-
ditional can come out false. But it came out true under all
cases. So S$" must logically follow from §’, for $' is true
and so is S*". To summarize: for a statement S’ to imply
another statement S”, no interpretation of truth values can
make S’ true and $" false.
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To have an example of failure to meet the criterion of
external coherence, consider once again Bloom's taxonomy of
educational objectives. Bloom introduced a threefold divi-
sion of educational objectives: cognitive, affective, and
psychomotor. Cognizive educational objectives were -hose
for development of thought structures and affective educa-
tional objectives were those for development of feeling
structuraes, while psychomotor esducational objectives wera
structures for human acting where the body was involved.
This division, however, does not fit in with extanc<
theoretical knowledge. This knowledge is found in philo-
giphical psychology, and some was developed long ago by

ato.

Plato, in THE REPUBLIC and elsewhere is his wr: ngs,
set forth the threefold division of the human psyche:
thinking, willing, and feeling. 3loom neglects willing;
conative educational obiectives for development of willing
structures are not presented. Also psychomotor educational
objectives are based by Bloom upon a separation of human ac-
tions into those in wihich only mind is involved and those in
which both body and mind are involved. This separation does
not fit with the knowledge that we have about human action.
There may be difficulty in coming to know how the mind and
body relate in human action, the body-mind problem, but
that body and mind are both involved in every human action
is not problematic. The cognitive, conative, and affective
structures are all structures for acting. Wherever there is
human acting, there is both mind and body. To be more
specific, the solution of a mathematical problem is as much
a bodily action as communicating it in writing. So educa-
tional objectives for developing structures for nandwriting
fall into the same domain of educational objectives as do
those for developing structures to solve mathematical prob-
lems; they fall into the cognitive domain.

. To summarize this example of failure to meet the
riterion of coherence, the statement

If educational objective then either cognitive
or atfective or psychomotor

does not follow logically from the statement
If psychical development then either cognitive or

conative or affective, and if educational objective
then psychical development.
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That is the schema
p."gV rvs:'.top-.“t.~qVsVvVu

where 'p’ stands for psychical development
'q’ stands for cognitive
'‘r' stands for conative
‘s’ stands for affective
‘t’ stands for educational objective
‘u’ stands for psychomotor

is not valid; it does not come out true given the consequent
is false. So we have a case where the antecedent is true
and the consequent is false. There is no logical implica-
tion.

The final criterion that of extendability demands that
terms can be added to the theory to describe a greater range
of phenomena. To meet this criterion, generality in des-
cription is required. For example, Bloom did begin his des-
criprion at the most general level. He did subdivide the
entire domain of educational objectives albeit not adequate-
ly. Thus, he put the field in a position to extend the des-
.cription beyond his first taxonomy which was of the cogni-
tive domain. His group went on to develop the affective
domain, but they did not go on to develop the psychomotor
domain. Others have attempted this development.

The above criteria for descriptive theory--exactness,
exclusivity, exhaustiveness, external coherence, and
extendability--are semantical ones. They are criteria for
content. The next set of criteria will be syntactical--
criteria for form. The criteria are equivalence, chaining,
and substitution.

. To meet the criterion of eguivalence, all the descrip-
tive theoretical propositions of the theory should be
capable of explication as definitions with each definition
in the form of a replacement rule:

definiendum =py definiens

where ‘definiendum’ stands for the term to be
defined
‘definiens’ stands for the defining term
'=pf’ stands for logical equivalence between
the definiendum and the
definiens
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Since logical equivalence is mutual implication, it
can be checked as one checks implication, only it must be
checked by means of two conditionals not one. In one condi-
tional, the definiendum must be the antecedent and ian the
other it must be the consequent.

Another way of viewing the definition is a statement
setting forth the necessary and sufficient conditions in the
definiens (Ds) for using the definiendum (Dm) to refer. In
other words, the form becomes

If and only if Dm then Ds.
which is logically equivalent to
If not Ds then not Dm, and if Ds then Dm.

The first conjunct sets forth Ds as a necessary condition
for Dm (without Ds you cannot have Dm), while the second
conjunct sets forth Ds as a sufficient condition for Dm (Ds
can give Dm).

To illustrate, the description of learning as psychical
developmenc was scated as a rule of replacement' in the sec-
tion on explicating theory.

Learning =5¢ psychical development
This can be stated also as

If not psychical development then not lgarning,
and if psychical development then learning.

Psychical development is both a necessary and a sufilcient
condition for someone to have learned (for using ‘learzing
to refer).

Notice that definitions are not arbitrary; they are
formulated from descriptive theory. But there is a sense Iin
which definitions are stipulative and coaventional. It is
patent that all language is stipulative. There is no neces-
sary relation between the word seleczed to refer to le@rn;nq
and learning. The relation is stipulated by the developers
of language. One could introduce 'teaching’ instead of
‘learning’ to refer to psychical development. Such intzZo-
duction would not be adequate. Stipulations of theorecical
language should be governed by the conventions of tihe lan-
guage of extant knowledge. One should not make stipulations
which are antithetical to extant knowledge. For the advan-
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cement of knowledge, there must be adherence to the
criterion of external coherence.

The criterion of chajining is as follows:

the definitions can be explicated so that the
the definiens of one definition becomes the
definiendum of the next definitioen.

The criterion of substjtution is as follows:

the terms of definitions must constitute two

subsets-~-undefined (primitive) and defined--

and undefined terms must be substitutable for
defined terms in each defipiens.

Hempel, a contemporary philosopher of science, gives a more
rigorous expression to the above two rules in his require-
ment of univocal eliminability of defined expressions.

Requirement of univocal eliminability of defined

expressions:

For every sentence S contalning defined
expressions, there must exist an essentially
unique expansion in primitive terms, i.e. a
sentence $‘ which satisfies the following
conditions: (1) S’ contains no defined term;
(2) S’ and S are deducible from one another with
the help of the definition chains for the defined
expressions occurring in S; (3) if S" is another
sentence which, in the sense of (2), is
definitionally equivalent with S, then S’ and S"
are logically deducible from each other and thus
logically equivalent. (pp. 17-18)

The following set of definitions is an illustration of
a definitional system and of one that meets Hempel's re-
quirement.

DI'. Rxy =pf Syx

D2. Txy =pf Fx + Rxy

D3. Uxy =pg Rxy - ~Txy

D4. Vxy =pg (Iz)(Rxz Rzy)
DS. Wxy =pg ~Fx * Vxy

O T
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where the universe
‘R’ stands

stands
stands
stands
stands
stands
stands

of discourse is persons
for parent

for child

for father

for male

for mother

for grandparent

for grandmother

R
rge
e
(Pt
e
"y
W

: Each defined term can be eliminated in favor of primi-
tive terms through a definition chain. For example, the ex-
pression

Wxy

‘can be eliminated in favor of

A ~ Fx -+ (2z){Szx -+ Syz)
i§ which contains only primitive terms.
L. Wxy =pg~ Fx * Vxy
' 2. Wxy =pg~ Fx - (Zz)(Rxz - Rzy) 64
; 3. Wxy =pg~ Fx * (§z)(Szx * Syz) D1

Tﬁg theoretician when she or he attends to definitions
qua definitions--definitions as rules of replacement--is on
the metacheoretical level not the theoretical level. The
MCus‘xs discourse about education not education. Perhaps
that 1s one reason for Rudner labeling classifications ‘non-
theoretic’. But I would argue that on the theoretical level
they are descriptive. It is only on the metatheoreticai
level that they can be viewed as not part of theory; on this

é:vel they are but rules governing replacements within
eory.

N tﬁ To summarize this section on evaluating descriptive
\ eory: : N

a descriptive theory is true if and only if
it meets the following criteria:
semantic: exactness

excl Tepd
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exhaustiveness
external coherence
extendability

syntactic: equivalence

chaining
substitution

Thus to evaluate descriptive theory, one must ]ﬂi?ia;tcgi—
cording to the above criteria. .That is to §§yé Zne San Give
clude that descriptive theory is true proviae ne Cor Oive
reasons why its content is adequate--one can staa SEheT e
content meets the above semantic reguirements-- gcate oot
give reasons why its form is a@equateT—one can

i~s form meets the above syntactic requirements.

iven descriptive metaphysics wh%ch is knowleSgs ;;;
true for the reasons as explicated in the Zem::te o
syntactic criteria stated above), there is an a Sgless o
dacion upon which to build explana?ory theory.- e tor
is a true descriptionlof propeg::f:ipgﬁiiﬁf; Jg; e e

ks i to set forth a true s !

SZE:22$Lg?operties. Attempts to describe relations between
unknowns surely are doomed to failure.

Husserl (1859-1938) pointed out the need for.ainade-
quate foundation for psychological explanatory theorizing.

. . . A really adequate empirical sc;zgcgeof
sychical in its relations to nature .
geglized only when psychology is constructgdlogehhe
basis of a systematic phenomenology. It wil f,'ts
when the essential forms of consciousness and of 1
immanent correlates, investigated and fixed l?t‘ n
systematic connection on a basis of pureilntgéiéo,
provide the norms for determinipg the scientl
sense and content proper to the concept of any s
phenomena whatever, and hence p;oper to the cg:gep
whereby the empirical psychologist gxpregs:s the.
psychical itself in his psycho-physical judgm .
(pp. 119-120)

To state the matter differently, the terms wb}chdstagg
for the properties being related must be well-defined.

be well-defined means that the terms must be enctenchedh
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ptive metaphysics that meets the criteria for
the first criterion for the adequacy of ex-

within a descri
truth. Thus,

planatory theory emerges: well- .

As was seen in the explication of explanatory theory,
the sentences constituting the theory express invariable re-
lations between the properties so that some properties are
controlling conditions for other properties. The properties
that are controlling conditions are called ‘determinants’
and the properties of which they are controlling conditions
are called ‘resultants’. Theoretical explanatory senteuces,

therefore, to be such must take a deterministic form. The
form of such sentences can be set forth in the following
schema:

D =+ R

where ‘D’ stands for the determinant
‘R’ stands for the resultant
'’ stands for a relation in
which D is the
controlling condition
of R

Of course,

as also seen in the explication of explana-
tory theory,

this basic schema can be modified by
1. introducing symmetry, making the resultant also
a controlling condition of the determinant,

2. modifying the determinant or resultant as to
truth value, making the absence or the

presence of the property a determinant or a
resultant, and

3. lincreasing the number of determinants or

resultants, making the determinant or resultant
complex.

From the above discussion, the second criterion of ade-
quacy of explanatory theory emerges, i.e., determinancy.

The sentences of theoretical explanatory theory must be
deterministic in form.

The theoretical explanatory sentences to be true must
not only have the correct form, meet the syntactic criterion
of determinancy, but must also have a content which cor-
responds to reality. With respect to the correspondence to
reality, theoretical sentences which express necessary rela-

e
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tions (philosophical theoretical sentences) must be consid-
ered separately from those which express contingent rela-
tions (scientific and praxiological theoretical sentences).
Since necessary relations between the determinants and
resultants are those that are essential and so arise from
the very nature of the determinants and resultants, given
the nature of the determinants and resultants the connec-
tions between them is a matter of logical implication.
Logical implication is, as stated above, logical conse-
quence.

To illustrate, I shall utilize the example presented in
explicating necessary relations. Liberal content of educa-
tion can be related as a resultant to the determinant, stu-
dent achievement objective of autonomy, because such a rela-
tion is necessary. To establish that this is so, it can be
shown that liberal content of education is a logical conse-
quence of student achievement objective of autonomy.

Student achievement objective of autonomy (symbolized
by p) is psychical development of a person intending to
learn under guidance in which the student becomes a
decision-maker (symbolized by g). g is to be one who can
make judgments (symbolized by r). For r, one must have

kinowledge (symbolized by s). Thus, s is a logical conse-
quence of p. The deduction is

*l. g-~r

2., r a s

*3. g~ s (1) (2) TF

4. gq~r - Ts8.24g>28 *

Given that s is a logical consequence of g and p is equiv-
alent to q, it follows that s is a logical consequence of p.
The deduction is

*1. g=o s

*2. p~q

*3. p>s (1) (2) TF
4. q > s P 2Pq.2p=2s *

Since to have liberal content of education (t) is equiva%enc
to having knowledge and since having knowledge is a logical
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consequence of student achievement objective of autonomy,
llber;l content of education is a resultant of the
determinant, student achievement objective of autonomy. The
deduction is

*1. t =g
*2. pos

*3. pot (1) (2) TF

4. t = s p os8s.® pdt *

of course, the establishment of the necessary relation
ultimately depends upon whether the determinant and
resultant are well-defined. The essence of autonomy is
taken to be a decision-maker. The essence of the content of
liberal education is taken to be knowledge. That these are
adequate definitions is established by the phenomenological
analysis presented in EDUCOLOGY OF THE FREE. In that work,
I showed why ’‘knowledge’ should not be used in the sense of
only quantitative knowledge, as Bloom uses it, and why it
should be extended to include qualitative and performative
knowledge.

To summarize, the semantic criterjon for philosophical
theoretical sentences that are explanatory is correspondence

to necessary relations between properties.

. The situation changes when one considers the content of
scientific and praxiological theoretical sentences. This
content must correspond to contingent relations between
properties, i.e., the criterion is gcorrespondence_ to con-
tingent relations between properties.

.~ To justify contingent relations, techniques other than
logical are required. Observational techniques are required
to determine correspondence. Such observational techniques
are what have become known as 'empirical research’. How-
ever, that is an undue limitation of the use of that phrase
which limitation is rooted in 18th. Century Empiricism. Ex-
perience is not just a matter of sensory observation. If
it were, no descriptive metaphysics would be possible and so
no grounding of explanatory theory. Descriptive metaphysics
depends upon intuition which is an intellectual observation.
Then too philosophical explanatory theory would not be pos-
sible. Philosophical explanatory theory sets forth neces-
sary connections which are not a matter of sensory observa-
tion. These connections are non-sensible, and so for the
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positivists and logical empiricists would be nonsease.
Thus, positivism and its 20th. Century descendant, logical
empiricism, are inadequate epistemological positions.

If the establishment of relations between variables
through observational techniques establishes contingent re-
lations between properties, variables with respect to
properties must be considered. Properties can be related
through variables to instances. This is so because the var-
iable is a symbol for a set of values which can be associa-
ted with the property, and if instances can be placed in the
sat of values then properties can be connected to them. And
if two or more sets of values to which properties are con-
nected can be related, then contingent relations of reality
can be established.

‘Reality’ here is not used in the sense of objects out-
side of human experience, but rather in the sense of objects
appearing to human beings. No position is taken about inde-
pendent reality, and so absolute truth is not involved. To
go beyond phencomena, depends upon knowing beyond the methods
embodied in our knowledge of theory construction.

To determine whether instances can be placed in a set

‘of values associated with the property, a procedure of ob-

servation is necessary. This procedure is known as the in-
strument or indicator which may or may not involve the ex-

tension of the senses. For example, the student property,
university achievement, is associated with a set of values
known as grade-point averages. The values are obtained by
assigning weights of 4, 3, 2, 1, and 0 to grades of A, B, C,
D, and F respectively. The grades are obtained by proce-
dures of the professor in each course through which student
performance is observed. Instruments or indicators, such as
tests, are used. These instruments do not involve the ex-

tension of the senses, as, for example, the lie detector
(polygraph).

The instruments, of course, must be valid. They must
permit observation of what they purport to observe. Unless
the student property, university achievement, is well-
defined, one does not have a basis for devising the instru-
ment. Thus, specification of indicators cannot take the
place of theoretical definitions, even though such specifi-
cations be called 'operational definitions’. Construct
validity--whether the instrument is permitting observation
of the property--is a matter of descriptive metaphysics.
Whether an instrument sorts out instances in terms of values
is not enough to establish validity. The values must be as-
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sociated with a known property. As Zetterberg states it:

They [definitions and indicators) should . . .
embrace each other in the most intimate way. When
we ask how "valid" the indicaters are, we are
asking about the intimacy of this embrace. (p. 113)

Operationalism in which the so-called operational
definition is taken as sufficient is atheoretical in ap~
proach. Variables are substituted for properties. 1In fact
‘variable’ has come to be used for ’‘property’, even when
someone accepts theoretical definition as Zetterberg does.

One may here question the place of operationalism
in sociology. A very legitimate aspect of
operationalism concerns the definitlons of score
values on variable. When we are asked, not what
variable a certain scale measures, but what value

a certain score on this scale signifies, we give

our answer in terms of a description of the scoring
technique, the standardization group, and so forth--
in short, an operational definition. (p. 113)

It is to be noted that a variable is simply a set of values
and so what variable reduces to what values.

Given valid (and of course also reliable) instruments
for two or more properties, data can be collected. If the
data collected establish a relation between the two or more
variables associated with the properties, then contingent
relations are established.

However, not all the properties expressed by the terms
in scientific or praxiological sentences can be associated
directly with variables. Some properties can be associated
only indirectly with variables insofar as they are related
to properties that are directly associated with variables.
These properties fit into a network of relations between
properties, some of which can be directly related to data.
For example, in Freud's theory, compulsiveness is a property
that is observable and so can be associated with a variable,
while an unconscious desire is not. But the unconscious
desire can be related to repression which in turn can be re-
lated to compulsive behavior. Such interrelation of
properties depends upon a systematization of the theoretical
sentences.

If one accepts operationalism, then all properties that
are not directly associated with variables would be meaning-




80

less. A behaviorism that holds that psychology is not the
study of mental events but of behavior is a form of opera-
tionalism, But such a position would not make possible com-
pleteness in psychological theory. So behaviorism nas been
modified among most psychologists so that the variabies are
associated with behavioral properties and other non-
behavioral properties touch down in data through the behav-
ioral properzies. Operationalism, as a viable philosophy of
science, is extinct even in physics where it began with P.
W. 8ridgman, the Nobel prize-winning physicisc.

The deficiency of operationalism with respect to com=-
pleteness nas brought forth yet another semantic criterion.
Explanatory theory, whether it be philosophical or
scientific or praxiological, must set forth all the rela-
tions between all the properties within the domain of
theorizing. Explanatory theory must meet the criterion of
completaness.

Since the content of theory goes beyond sentences to
cheir interrelation, a critericn relative to the systematlic
nature of theory also must be attended to. This criterion
is coherance. 'Coherence’ comes from the Latin 'conaersre’
‘meaning zo <ling to. Theory is systematic insofar as the
sentences through which it is expressed cling :oqe;her.
Wwhat is meant by clinging togecther needs further precision.

Within logic, coherence means that sentences are re-
lated by implication. Coherence as logical implication can-
not be applied, however, unless the seuntences of the theory
are put into an axiomatic system. To put sentences into an
axiomatic system is to arrange them so that some are posited

as axioms f£rom which all the others, the theorems, are
deducible.
There are different kinds of axiomatic systems. The

caceporical and the hypothetical are the two basic kinds.

In the categorical axiomatic system, the truth of the
theorems is demonstrated by the truth’ of the axioms. The
evidence supporting the truth of the axioms is transferred
to the theorems. The necessity resides both in the connec-

~tion of the axioms and the theorems and in the very positing
of the axioms. There are no qualificatious with respect to
truth; there is no supposing; hence the term ‘categorical’.
A famous example is Spinoza’'s system of ethics presented in
his ETHICA ORDINE GEOMETIC DEMONSTATA (1677).

Theoretical systems which describe necessary relations
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within reality are philosophical.
noted that Spinoza, and most thinkers before him following
Aristotle’s lead, took the presentation of theory in cate-
gorical axiomatic form to be the proper form for all knowl-
edge about reality. Aristocle put it this way: . . . it
ls necessary that sciencific demonstration start from
premisses which are true, primitive, immediate and more evi-
dent than the conclusions, being prior to them as their
cause” (POSTERIOR ANALYTIC, I, 2). The term ‘scientific’
should not be construed other than in the general sense of
knowledge. Given such a construction, it not contradictory
to speak of a science of metaphysics.

However, it should be

In the hypothetical axiomatic system, no cerzizude
resides in the axioms; there is no self-evidency. Thus, it
would be better ro use the term ‘postulates’ rather than
'axioms’'. This judgment is based upon Euclid’s distiaction
between postulates and common notions (later termed
'axioms‘) in which common notions are taken to be self-
evident. 7Two kinds of hypothetical axiomatic systems may be
distinguished: cthe formal and the material.

Tarms
Thus,

In the formal hypechetical axiomatic system, the
have no meaning avart from the relations among them.
there is no attemprt to advance evidence, but only to link
premisses to conclusions. Logic and mathematics are formal
hypothetical axiomatic systems.

The formal nature of logic and mathematics became ap-
parent with the working out of non-Zuclidean geometries in
the nineteenth cencury. In this regard, the geometry of
Lobatchevsky and that of Riemann immediately come to mind.
A major importance of seeing logic and mathematics as ab-
stract structures resides in their use in constructing
theory about realicy. Theory that is about reality is
material theory. Abstract structures being systems of rela-
tions can give form to different systems of content; they
can be used as models for coastructing theory. Formal
theory models will be discussed further in the next section
on theory construction.

Iin the material hypothetical axiomatic system, truth is
conferred upon the postulates through the truth of theorems
related to the postulates as their consequences. The postu-
lates are hypotheses to be checked out in terms of the con-
sequences which can be deduced from them. Classic examplies
of such systems are Fourier’s thermodynamics set Zorzh in
THEORIE ANALYTIQUE DE LA CHALEUR (1882) and J. C. Maxwell’s
electromagnetic theory set forth in TREATISE ON ELECTRICITY
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AND MAGNETISM (1873).

Not only these scientific theories but all other
scientific theories and praxiological theories (all theories
of contingent relations) are expressible as hypothetLC§1
axiomatic systems. another term for hypothetical axiomatic
system is 'hypothetico-deductive system’. That is why in
the literature, one finds reference to sclence as
hypothetico-deductive in nature.

Schema 26 summarizes the kinds of axiomatic systems
relative to the kinds ©f theory.

CATEGORICAL — m — — o == — = PHILOSOPHICAL

_~LOGICAL

-

-~
FORMAL< _|

AXIOMATIC
: = —MATHEMATICAL ;
HYPOTHETILCAL 8
_ -~SCIENTIFIC
MATERIAL << _
~~PRAXIOLOGICAL
Schema 26: Kinds of Axiomatic Systems Relative to Theory

To check out coherence, no matter whether the axigmat}c
system is catvegorical or hypothetical, one must determine if
there are any contradictions in the system. There will be
contradictions in the system if and only if one or more
theorems are not logical consequences of the postulate;. To
make such a check, the axiomatic system must be explicitly
expressed.

An example of a check of a scientific theory gor
coherence is Maris‘ attempt with respect to Homans' Social
Theory. Homans set forth a theory of social behavior based
upon notions about how human behavior is developed and what
profit is. He took human behavior to be developed chrpugh
differential reinforcement and profit to be reward minus
cost.

Maris sets forth Homans’ postulates as

Pl. If in the past the occurrence of a pagticular
stimulus-situation has been the occaslon on
which a man‘s activity has been rewarded, then
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Fhe more similar the present stimulus-situation
is to the past one, the more likely he is to
emit the activity, or some similar activity
now.

P2. The more often within a given period of time a
man’activity rewards the activity of any
other, the more often the other will emit the
activity.

P3. The more valuable to a man a unit of the

activity another gives him, the more often he

will emit activity rewarded by the activity of
the other.

P4. The more often a man has in the recent past
received a rewarding activity from another, the
less valuable any further unit of that
activity becomes to him.

P5. The more to a man’s disadvantage the rule of

distributive justice fails of realization, the

more likely he is to display the emotional
behavior we call anger.

Maris goes on to list Homans’ research findings as twenty-
three theorems. He checks out whether the theorems can be
logically deduced from the postulates and concludes that
they can. The check should be made through truth functional

gpd ?uantification syntactics which is summarized in Appen-
ix I.

To illustrate an adequate check, Maris rightly deduces
what he calls ‘Theorem 2‘ from Postulate 3. Theorem 2 is

The more valuable to Person the activity he gets
Or expects to get from Other, the more often he
emits activity that gets him, or he expects will
get him, that reward.

The deduction is

*l. p =4qr P3
*2. p2gq (1) TF
3. pogr .=p =g *

where ’‘p’ stands for the Other’s activity is
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valuable to Person

'q’ stands for the Other’s activity rewards
the Person

'r’ stands for the Person’'s activity rewards
the Other

To illustrate an inadequate check, Maris erroneously
deduces what he calls ‘Theorem 3’ from Postulate 2. Theorem
3 is

As the expectation goes unrealized and his activity
goes unrewarded by Other, Person emits the activity
less and less often.

The deduction is
*1. p q P2

*2. ~p T ~q (1) E.A.

*3. ~q = ~p (2) Conversion

4. p =q .~ O~Pp *

where ‘p’ stands for the more within a given period
of time a man’s activity
rewards the activity of any
Other
q’' stands for the more within a given period
of time the other will emit
the activity
p’ stands for the less within a given
period of time a man's
activity rewards the activity
of any Other
' q’ stands for the less within a given period
of time the other will emit
the activity
‘E.A.’ stands for empirical association
‘Conversion’ stands for an invalid truth
functignal schema,
namely,
~pPD~q.5~gD~p

The deduction is erroneous for three reasons. The
first reason is that p is not a negation of p nor is gq a
negation of q. Maris seems to realize this when he states:
“the truth values of "+" and "~" are problematic, . . . be-
cause in Homans' work these values refer to empirical dis-
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tributions, not simply to logical properties of presence or
absence" (p. 1072). The solution is to change Postulate 2
by deleting "the more often” so that both more and less
would be built into the postulate. This would also take
care of the second reason why the deduction is wrong, the
use of a rule of empirical association. Such association
only can justify contingent relations not necessary ones.
The final reason for the faulty deduction is the use of an
invalid truth functional schema. I believe this occurs be-
cause Postulate 2 is taken to be a statement of an asym-
metrical relation when Homans was asserting a symmetrical
one.

The correct deduction then would be

*1. p=gq P2
*2. gq>p (1) TF
3. p>q.2q<c-p *

This deduction would make Maris’ conclusion that Theorem 3
can be deduced from Postulate 2 correct. The deduction that
Maris presents would not.

Given the explication of a theory as an axiomatic sys-
tem, there is no doubt that coherence can be checked. How-
ever, theory, particularly that about human phenomena, is
rarely so explicated or explicable. Partial formalization
at the most obtains. Given only partial formalization,
checks on logical consistency nevertheless can be made.
There are deductive linkages to check out.

If theoretical sentences are ordered only through
digraphing, then logical coherence cannot be checked out.
However, ordering through digraphing can present an ad-
vantage with respect to theory that expresses relations that
are contingent and also recursive and asymmetrical. The ad-
vantage is the use of path analytic techniques to check out
correspondence of the relations expressed in the theory to
those of reality. Path analysis is a procedure for estimat-
ing the path coefficients from correlational data using
regression techniques.

In the above discussion of coherence, only internal
coherence or logical consistency within the theory was dis-
cussed. However, external coherence too must obtain. The
theory must be logicially consistent with extant knowledge.
The exogeneous explanatory theory relative to the theory




86

must be consistent with true explanatory theory. Such
theory is incorporated in research studies, and so the
relevant research must be reviewed.

Both axiomatization and digraphing, because they are
ways of ordering explanatory theoretical sentences, give
evidence of completeness. Gaps in the theory are shown.
Missing deductive linkages are made apparent in the case of
axiomatization, missing connections in the case of digraphs.

In the case of digraphs which can be presented as path
diagrams meeting the requirements for path analysis (the
connections must be asymmetrical), the density and counnec-
tedness of the digraph indicate whether connections are
missing. Density is the number of direct connections over
the number of possible connections. Therefore, density is
given by the folliowing equation:

DC
N(N-1)

where 'D’ stands for density :
‘DC’ stands for number of direct connections
‘N’ stands for number of properties

Obviously, less than N-1 direct connections results in some
properties not being connected. Thus, density cannot fall
below some minimum value.

Connectedness is the number of direct and indirect con-
nections over the number of possible connections. There-
fore, connectedness is given by the following equation:

DC + IC
€ =
N(N-1)

where ‘IC’ stand for number of indirect
: : connections -

To illustrate, comsider the digraph which sets forth
Hopkins’ ordering of theoretical generalizations about in-
fluence in small groups as presented in Zetterberg (p.92).
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Centrality
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Authority
Schema 27: Diagraph Ordering Generalizations

apout Influence in Small Groups

This digraph has four direct connections (DC = 4) with a
possibllicy of twelve connections (N = 4 and 50 N(N-1) =
12). The density then is .33 which is not below the mini-
mum. All the properties are connected. Moreover, there are
eight indirect connections (IC = 8). The connectedness then
is 1. All the properties are completely connected. There
are no missing connections.

To summarize this section on evaluating explanatory
theory:

an explanatory theory is true if and only if
it meets the following criteria:

semantic: well-defined terms

correspondence with either .
necessary or contingent relations

¢oherence wi expla [o]

theoxy
completeness

syntactic: determinancy

internal coherepce or logica
consistency

Thus to evaluate explanatory theory, one must judge it ac-
cording to the above criteria. That is to say, one can con-
clude that explanatory theory is true provided one can give
reasons why its content is adequate--one can state that its
content meets the about semantic requirements--and one can
give reasons why its form is adequate--one can state that
its form meets the above syntactic requirements.

Besides intuitive certainty through well-defined terms,
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determinancy, correspondence, coherence, and completeness,
therea is one other attribute that is taken to be character-
istic of worthwnile theory. That attribute is simplicity.
Simplicity applies not only to explanatory theory which we
are discussing now, but also to descriptive mecvaphysics
which was discussed earlier.

. William of Ockham (c. 1285-1349) set forth an injunc-
tion that entities should not be multiplied unnecessarily.
That injunction has come to be known as Ockham’s razor which
theoreticians are to wield. The problem, of course, is what
does it mean to wield the razor. What entities ought not to
be multiplied unnecessarily? It is patent that the entities
must be those of theory: the predicates to express the con-
cepts and the theoretical sentences to express the universal

generalizations. Unless the theoretical sentences and the
predicates are systematized, it is difficult to determine
redundancy. In a well-wrought system, there are no unneces-

sary entities,
ham’s razor.

The theoretician that formalizes wields Ock-

Lt should be noted that a theory need not be simple in
this logical sense for it to be true. A theory could con-
tain redundancies and still be true.

Before completing this discussion on evaluating theory,
;he comparative value of theories will be considered. This
is an important topic, since theory is constructed on the
bas;s of other theory and through other theory. Often
choices must be made between competing theories.

Sometimes one theory is of as much worth as another
theory, because they are equivalent theories. When theories
are equivalent, they are consistent with each other and have
t@e same relevance. The relevance of a theory is the range
of experience to which it corresponds; it is the theory's
comprehensiveness. In equivalent theories the expressions
are different, but they can be reduced to each other through
a set of translation rules which match the expressions in
the two theories.

When theories are not equivalent, one must be chosen
over the other: The criteria for choice are functionality,
and comprehensiveness. To be more precise:’
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T’ is more adequate than T*
if and only if

1. T is more functional than T"

or
2. T' and T" are both functional but T’ is more
comprehensive than T

A theory is functional when it meets the criteria for
the truth of a theory. Only when a theory meets the tguth
criteria is the theory knowledge and so fulfills ghe objec-
tive of theorizing. The theory is functioning as it should.
That is to say,

T' is more functional than T"
if and only if
1. T’ has more semantic adequacy than T"

or
2. T’ has more syntactic adequacy than T"

To be semantically adequate, a theory must meet the semantic
criteria stated as criteria for evaluating theory. To be
syntactically adequate, a theory must meet the syntactic
criteria stated as criteria for evaluating theory.

A theory is comprehensive or more relevapt when it is
more general. When a theory is more general, it covers more
of experience. The precise statement would be

T’ is more comprehensive than T
if and only if
1. T' is more general than T"
To summarize:

1. when theories are equivalent, they are of equal
worth, and

2. when theories are non-equiva}ent, the one of
greater worth 1ls more semantically or syntac-
tically adequate or is more general.
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5. EMENDING AND EXTENDING THEORY

When I began this exposition of the methodology of
theory building, I pointed outr that one is not in a position
to construct =heory unless one comes to understand present
theory and whact, i1f anything, needs to be done to make the
theory adequate. One comes to understand theory through a
detailed account of it, i.e., through an explication in
which its content and form are set forth. One comes to un-
derscand what, if anyching needs to be done, through judg-
ment of it, i1.e., evaluation in terms of standards for its
content, semantic criteria, and for its form, syntacti
criteria. If anything needs to be done to the theory, it
will be either to correcr or to aad to it. Construczive
moves in theory building, therefore, are either those of
emendatilon or extension.

Whecher one is emending or extending theory, oniy ra-
tional moves can be involved if the constructing is to be
adequate. One must think and not feel or will, as Charles
Sanders Peirce (1839-1914), the greatest of the American
pragmatcists, pointed out when he introduced inquiry for the
ractional way to settle doubt or fixate belief. This think-
ing, moreover, must meet certain requirements if it is to
result in knowledge.

When thinking meets the requirements for knowledge, it
takes one of the following forms of reasoning: incuitive,
retroduczive, deduczive, and inductive. Of these four forms
of reasoning, only one does not enter into theory construc-
tion. Induction does not so enter. However, induction does
enter lnto theory building for it is one form of reasoning
involved in critiquing theory.

Induction enters into critiquing theory for it is the
kind of reasoning involved in determining whether theory is
supported by data. Since through empirical explanatory
theory--scientific and praxiological theory--one proposes
what the contingent relations between properties are, there
must be a mode of reasoning for checking the proposals
against data. The mode of reasoning is induction. Induc-
tion permics one to infer from some instances to all in-
stances and so to utilize observations--data--to establish a
correspondence between theory and data.
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Peirce has set forth the essence of induction as fol-
lows:

Induction may be defined as an argument which
proceeds upon the assumption that all the members of
a class or aggregate have all the characters which
are common to all those members of this class
concerning which it is known, whether they have
these characters or not; or, in other words, which
assumes that that is true of a number of instances
taken from it at random. This might be called a
statistical argument. (VALUES IN A UNIVERSE OF
CHANCE, pp. 45-46)

Since in statistical argument the inference is from a number
of instances to the whole collection of instances, the con-
clusion obviously makes claims that go beyond the premises.
Thus, the conclusion is only probable not necessary. The
form of the inductive inference makes this clear:

1. A is true of by, by, . . ., byj and
2. by, by, . . ., by are some members of class B;
3. hence, A is true of all members of class B.

Induction as statistical inference rules out spurious
senses of induction. One spurious sense is that induction
is a process of reasoning in which one derives theory from
data. This sense arose from the erroneous presentation by
the English philosopher Francis Bacon (1561-1626) of the way
of discovering truth.

There are and can exist but two ways of
investigating and discovering truth. The one
hurries on rapidly from the senses and particulars
to the most general axioms; and from them as
principles and their supposed undisputable truth
derives and discovers the intermediate axioms. . . .
The other constitutes its axioms from the senses and
particulars, by ascending continually and gradually,
till it finally arrives at the most general axioms,
which is the true, but unattempted way.

(NOVUM ORGANUM, Summary of the Second Part,

Aphorism 19)

Each of these two ways begins from the senses and
particulars, and ends in the greatest generalities.
But they are immeasurably different; for the one
merely touches cursorily the limits of experiment,

_aiblt
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and particulars, whilst the other runs duly and
regqularly through them; the one from the outset lays
down some abstract and useless generalitlies, the
other gradually rises to those principles which are
really the most common in nature.

(Ibid., Aphorism 22)

For Bacon, then, experiment is the source of theory not the
justification of theory. Induction is erroneously taken as
a logic of discovery when it is a logic of verification,
The researcher, according to Bacon, should focus on the par-
ticulars of the world. Then through abstraction from par-
ticulars, generalizations about the world can arise, i.e.,
induction can take place.

The naturalistic and objectivistic standpoint which is
expressed in Bacon’'s thought is the source of this erroneous
view of induction. A naturalistic standpoint takes whatever
is as either physical or psychical, but the psychical is
made dependent upon the physical--an accompaniment. Thus,
whatever is, is one all encompassing system of nature.
Everything is naturalized including consciousness. There is
no essential alteration in this interpretation, when, in the
Eighteenth Century »napiristic sense, nature is broken up
into complexes of sensations. Objectivism is a position
that the being of the world is its existence and that
whatever is merely subjective must be eliminated.

The naturalistic and objectivistic standpoint must be
given up, for it eliminates consciousness, the subject, and
so meaning. Empiricism is clearly bankrupt. Data cannot
give sense. Meaning does not walt in the object to be dis-
covered. Rather consciousness gives meaning, and so con-
sciousness of the world is consciousness constituting the
meaning of the world. Consciousness is a state of self-
awareness; it is a condition for cognition, for it is an I
that must believe. Consciousness, then, of objects is a
state in which an I gives meaning to objects appearing as
phenomena. Signification occurs. Signs set forth the mean-
ing or the sense.

Peirce defined a sign as "something that stands to

somebody for something in some respect or capacity" (COL-
LECTED PAPERS, 2.228}). Peirce, furthermore, characterized
three primary kinds of signs. First, there is the index

which he states is "a sign which refers to the Object that
it denotes by virtue of being really affected by that ob-
ject” (2.248). An example would be a darkened sky as a sign
of a storm to come. Second, there is the icon which he
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states is "a sign which refers to the Object that it denotes
merely by virtue of characters of its own" (2.247). An ex-
ample would be a diagram as a sign of a space shuttle.
Finally, there is the symbol which he states is "a sign
which is constituted a sign merely or mainly by the fact
that it is used or understood as such" (2.307). An example
would be the term '‘consciousness’ used as a sign for a state
of self-awareness.

When we experience, then, what we do is to give sig-
nificance to phenomena, to what appears to us. We generate
indices or icons or symbols and so meaning. Theorizing then
is giving significance to phenomena with respect to their
universality and so is a process in which symbols are gener-
ated. Induction enters into that process only to verify
what is generated in the name of science or praxiology. So
induction enters to prevent a giving of inadequate sense or
nonsense.

Among the forms of reasoning that do enter into the
construction of theory, intuition and retroduction are the
forms for devising theory. Intuition is a form of reasoning
to do descriptive metaphysics and so to construct theory
which sets forth the properties of a system.

Intuition, in its exoteric sense, is taken to be an ir-
rational process resulting in insight. As an example, women
of the western world stereotypically are considered as hav-
ing intuitive powers, since their powers of insight are
characterized as irrational in opposition to the intellec-
tual powers of men which are taken as rational ones. Intui-
tion, however, is a rational power, a form of reasoning al-
peit non-discursive; it is a non-inferential form of reason-
ing.

‘Intuition’ comes from the Latin verb, ’intueri’ mean-
ing to look upon; and intuition is a looking upon for it is
an immediate apprehension by the intellect of the nature of
objects given as phenomena. Intuition is a direct intellec-
tual observation of the essence of what is given in experi-
ence. Experience should not be restricted to the sensory,
because, besides entities that can be sensed, there are
other entities that cannot be sensed, such as entities of
the imagination.

Intuition or intellectual observation is specified
through phenomenology, a method of thought set forth by Ed-
mund Husser) (1859-1938). The term ’‘phenomenology’ was in-
troduced by Johann Heinrich Lambert in NEUES ORGANON (Leip-




94

zig, 1764) to mean a theory of illusions, since he limited
phenomena to the illusory features within human experience.
In contrast, Kant, a contemporary of Lambert, used
’phenqmena‘ in the unlimited sense of whatever appears in
experience. According to Kant, phenomena are to be dis-
Flnguished from noumena which are das Ding an sich (things
in themselves), things as they are in themselves indepen-
dently.of human signification. Consequently, the notion of
a reality in itself or an absolute object is unthinkable as
1s a consciousness whose job is to perceive reality in the
original. In the middle of the nineteenth century, the term
‘phenomena’ was restricted to the sengsory and so experience
was restricted to the sensory. Phenomenology became a des-
criptive study of what is presented to the senses. Peirce
dlq not. so restrict descriptive study, everything that is
being in its broadest sense should be included. Husserl too
U§ed ‘phenomenology’ in this sense. There was no justifica-
tion for not studying all the objects given as phenomena.

The method of phenomenology can be set forth in terms

of rules. The leading rule is back "zu den sachen selbst"
(to the things themselves). By things is meant what is

given in experience, the phenomena. The intellectual obser-

_vation of phenomena is the necessary foundation of all true

cognition. Every indirect acquisition of knowledge is a
deduction or retroduction from some other knowledge. If
knowledge is to be grounded, there must be direct knowledge
upon which to base it. Such direct knowledge is obtained
only through observation of the things themselves. This ob-
servation cannot be sensory but must be intellectual, since,
as pointed out above, meaning does not reside in the things
but is the constituting intentionality of consciousness.

Husserl in PHENOMENOLOGY AND THE CRISIS OF PHILOSOPHY
(1936) pointed out that in the hominological disciplines the
lack of grounded knowledge is most apparent. As long as
gsycpo}og}sts and sociologists take a naturalistic and ob-
Jectivistic standpoint, they cannot accomplish the analysis
of consciousness which is necessary to give their constructs
validity. Constructs cannot be given validity in terms of
other constructs unless the other constructs are grounded in
sense. Signification must be given to human phenomena.
Sense or meaning must be generated in the form of descrip-
tors which set forth properties. Valid descriptors are
only possible through descriptive metaphysics which arises
out of the phenomenoclogical method whose leading rule is to
turn to the objects themselves given as phenomena.

The second rule of the method is that the inquirer

i
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should focus completely on the object to the exclusion of
everything subjective. Of course, the subject must give
significance, bur this significance cannot be in terms of
what is merely of che subject or what is usetful for the sub-

ject. In order to eliminate what is merely of the subject,
e.g., feelings, the inquirer must forget the self completely
and intellectually gaze only upon the object. In order to

eliminate what 1is useful for the subjectz, the inquirer must
ask not what purpose the object can serve but simply what
the object is. 1In other words, the inquirer must take the
contemplative standpoint. This rule is not new, for it has
governed theoretical inguiry. It has long been recognized
as an essential ingredient of the scientific method. Also
it is the rule that insures what has been called ‘objec-
tiviey’ in inquiry. However, ‘objectivity’ should not be
taken in the sense of eliminating the subject and so con-
sciocusness. If so, the rule would be conuradictory to the
phenomenological mechod. Objectivity, rather, should be
taken in the sense of intersubjectivity.

Two caveats are in order. First, affective and cona-
tive states always accompany cognitive states, and so i1t is
impossible for an inquirer to be in a purely cognitive
state. However, what this rule is calling for is an affeg-
tive and conative state that is not extrinsic to the cogni-
tive state of an inquirer. That is to say, the inquirer
should desire and will knowledge for its own sake. Second-
ly, use could be studied from a contemplative standpoint,
since instrumental value can be an object of theoretical in-
quiry. *

The third rule of the phenomenological method is to ex-
clude everything known which is not directly given in the
object under inquiry. The known not directly given can be
by inference or from other sources. The known through in-
ference must be excluded in order that what is deauced or
retroduced can be grounded phenomenoclogically. Descriptlve
metaphysics is the grounding required for all deductions and
retroductions. The same argument can be advanced for the
known set forth in the literature. What is asserted Dy
others must never be relied upon as a foundation. Xnowledge
must be grounded in descriptive metaphysics.

The fourth rule of the phenomenological method is also
an exclusion rule. What should be excluded is the non-

essential. Only what is essential to an object shopld be
included. Thus, both existence and what is contingent
should be excluded. Existence should be excluded, because

the inquirer does not proceed from what does exist. It is
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sufficient that the object be given as a phenomenon. For
example, to-ground a theory of liberal education, the es-
sence of liberal education must be set forth and such set-
ting forth is possible even though liberal education be non-
existent and merely imagined. What is contingent should be
excluded because it is inessential. To return to the above
example, a Bachelor of Arts degree is inessential to a lib-
eral education and so should be excluded.

The fourth rule of the phenomenological method is an
important difference marking descriptive metaphysics off
from science and praxiology. The descriptive metaphysician
ignores existence, while the scientific or praxiological in-
quirer does not and treats contingent relations and essences
within existence.

The final two rules, the fifth and the sixth are posi-
tive ones. The fifth rule is to see everything that is
given. There is a tendency to see only what one takes as
important and so be blind to certain elements that are
given. The task of the phenomenologist thus is to strive
for complete disclosure. The sixth rule is to be descrip-
tive. Since objects are complex, they must be taken apart
‘and the elements described. Heidegger, another German
phenomenologist, calls this kind of analysis "exegesis" or
"hermeneutics"”.

In summary the phenomenological method consists of six
rules.

Rule 1: Focus_on the object

Rule 2: Exclude the subjective

Rule 3: clude indirec wled

Rule 4: xclude existence and the contingen

Rule 5: Strive for complete disclosure
Rule 6: Be analytic

Rule 1 insures that intuition can take place as do Rules 2,
3, and 4. Rule 1 results in contemplating the object.
Rules 2 and 3 result in a threefold eidetic reduction--
indirect knowledge through deduction or retroduction,
theory, and tradition are excluded. Rule 4 through a
twofold reduction excludes all that is not essential--
existence and the contingent. At this point in the method
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i i iousness so
there has been a reduction to the life of consciou °
that signification is possible. _Throuqh Rules 5 and 6 mean
ing is forthcoming; description is accomplished.

It should be pointed out that the process thhlnltbe
twofold reduction is like the method oﬁ cpunter—examgles, it
is the method of free imaginative variation. In this met@-
od, one inquires as to the essentiality of a cya?acter;sc;c
of an example. But one does not appeal to emplglcal o Eer-
vation nor does one simply regard a characteristic as essen-
tial. Instead with each characteristic, one asks whechgr
without it the example could be considered an example gf the
same sort of thing as before. One asks whgt characterlstxis
an object must have in order to be recognlzed as an example
of a certain kind of object. To illustrate, in my
phenomenological inquiry into education, I asked whether a
process could be education without having an actlve lea;ner
and a teacher. Thus, I determined that a process must be a
studenting-teaching one in order to be education.

The other form of reasoning thrpugh which theory canhpe
devised is retroduction. Peirce pointed out and named this
form of reasoning.

The inquiry begins with pondering these phenonmena
in allqthe{r agpects, in the search of some point og
view whence the wonder shall be resolved.. At lengt
a conjecture arises that furnishes a possxbl? L
Explanation, by which I mean a §ylloglsm exhibiting
the surprising fact as necessarily consequent upon
the circumstances of its occurrence together'wlth
the truth of the credible conjecture as premise. . .
The whole series of mental performances between the
notice of the wonderful phenomenon and the
acceptance of the hypothesis . . . I reckon as
composing the First Stage of Inquiry. 1Its
characteristic formula of reasoning I term
Retroduction.

(VALUES IN A UNIVERSE OF CHANCE, p. 267)

Following Peirce (COLLECTED PAPERS, 5.189), the form of the
retroductive inference can be set forth.

1. The surprising phenomenon, C, is observed; and
2. but if A were true, C would be a matter
of course; .
3. hence, there is reason to suspect that A is
true.

i
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From the above form, it is patent that retroductive in-
ferences support lines of thought as worthy of exploration
and testing; they do not establish the truth of thought.
Retroduction originates ideas.

Through retroduction one devises concepts and proposi-
tions. To explicate retroduction further, I devised the
theory models approach. The scientific papers of the out-
standing nineteenth century theoretician James Clerk Maxwell
were a help because in them he elucidated what was involved
in using a point of view to devise theory. In one of his
essays, "On Faraday's Lines of Force", he spoke of the rela-
tionship between the point of view and the theory in terms
of physical analogy.

In order to obtain physical ideas without adopting
a physical theory we must make ourselves familiar
with the existence of physical analogies. By a
physical analogy I mean that partial similarity
between the laws of one science and those of
another which makes each of them illustrate the
other. (p. 156)

Then he cited an example:

The laws of the conduction of heat in uniform media
appear at first sight among the most different in
their physical relations from those relating to
attractions. The quantities which enter into them
are temperature, flow of heat, conductivity. The
word force is foreign to the subject. Yet we find
that the mathematical laws of the uniform motion

of heat in homogeneous media are identical in form
with those of attractions varying inversely as the
square of the distance. We have only to substitute
source of heat for centre of attraction, flow of
heat for acgelerating effect of attraction at any
point, and temperature for potential, and the
solution of a problem in attractions is transformed
into that of a problem in heat.

This analogy between the formula of heat and
attraction was, I believe first pointed out by
Professor William Thompson in the Camb. Math,
Journal, vVol. III. (p. 157)

Finally, he set forth the point of view which he used to
devise his theory of electricity.

It is by use of analogies of this kind that I have

29

attempted to bring before the mind in a convenient
and manageable form, those mathematical ideas which
are necessary to the study of the phenomena of
electricity. The methods are generally those
suggested by the processes of reasoning found in the
researches of Faraday . . . (lbid.)

By referring everything to the purely geometrical
idea of the motion of an imaginary fluid, I hope to
attain generality and precision. . . . If the
results of mere speculation which I have collected
are found to be af use to experimental philosophers,
in arranging and interpreting their results, they
will have served their purpose . . . (p. 159)

Surely the passage of time since Maxwell's day hag in-
dicated that the generality and precision (theory) achieved
through the idea of the motion of an imaginary flui@ (point
of view) did achieve arrangement and interpretation (in-
tegration) of electrical phenomena as observed by experimen-
tal physicists. The purpose was served.

Maxwell’s discussion clarified how theory models gunc—
tion in devising theory. The theory of mechanics furnished
content (concepts) and form (ways of relating concepts)
which were represented in another system of propositions.
So the theory of electricity emerged. The theory of mechan-
ics was a source of a model for devising the theory of elec-
tricity.

In general then, since retroductive inference is based
upon similarity, it is a theoretical modelling: one theory
because of its similarity to what another theory needs to be
is used to devise the theory. The theory models approach is
set forth in Schema 28.

model formation theory formation
THEORY » THEORY MODEL ®» THEORY

Schema 28: Theory Models Approach

The theory models approach is retroductive and so is
netiher reductive nor deductive. To be reductive would mean
that the wanted theory that is devised is equivalent to the
source theory, for inm this approach one would search out a
ready-made theory. It is obvious that not all }deas are al-
ready made and waiting. Ideas must be devised. To be
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deductive would mean that the wanted theory is derivable
from a source theory that is more general and thus implies
the wanted theory. Aalso it is patent that not all more
basic or general ideas are already made and waiting. To be
retroductive in approach one must originate ideas.

Schema 29 presents a comparison of these three ap-
proaches. Since in the reductive approach the source
theory, Ty, and the wanted theory, T, are equivalent, Ty
and T, are represented by circles of the same size. In the
deductive approach, T, is more general than T,, which means
that the source theory contains not only the ‘wanted theory
but yet ocﬁer theory. Hence, T, is represented through a
larger circle which contains Ta. Contaianment should be
taken in the sense of T, implying T,. Finaily, in the
recroductive approach, the source theory does not contain

the wanced vheor/ (what one ends up with cannot be implied
by wnat one started with). The retroductive approach is
depicted by a circle representing Ty within a square
represencing Ta, so as to indicacte that the source theory
and =he wanted theory are different discourses. Being dif-
ferent discourses, no relation of implication is possible
even from T, to Ty; yet the theory source is placed within

the wanced theory, ior T; generaces T;.

Referring back %o the discussion of models in "1.
RECOGNIZING THEORY", it should be noted that theory models
are conceptual models and also models-for. Also it was
pointed our that one reason for cailing a theory ‘a model’
is the lack of distance of the theory, Ty, from its theory
model formed from T; which results in seeing the model in
the theory. For ewamole, the theory of DNA
(deoxyribonucleic acid) is called ‘the model of DNA', be-
cause the theory model of the helix, which has its source in
geometric theory, 1s seen in the theory.

An example of the use of the theory models approach is
found in DEVELOPMENT OF EDUCATIONAL THEORY DERIVED FROM
THREE EDUCATIONAL THEORY MODELS, 1966.

First, a theory model was formed. 'The theory model was
called 'SIGGS’ because it was a qeneral system theory (GS)
formed from set theory (S), information theory (I), and
graoh theory (G). Set theory was basic to the model, since
it is used to form general system theory both directly and
Lndxreccly through information theory and graph theory. The
lnterrelacion of set, information, and graph theories as
they form general system theory is depicted in Schema 30.

Reductive Approach

Daductive Approach

.~deduction
-

Retroductive (Theory Yodels) Approacn

- rerroduction

-

Schema 29: Comparison of Aporoaches to Theorizlnd

Tl is the theory from which Tz , the wanted theory

is to be obtained.)}

by
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////{JNFORMATION THEORY\\\
SET THEORY\\\\\\\\ ////’/GENERAL SYSTEMS THEORY
GRAPH THEORY

The SIGGS Theory Model

Schema 30:

. Systems theory is basic to all descriptions s
pointed out in the discussion of explicatigq desér?ptziz
theory. Since theory treats of extended objects--objects
thnt'are not individuated but are class objects--and a sys-
tem is any extended object, theory about any system gives
form to descriptive theory.

The intuition that the essence of reality is system
surely dates back to the ancient Greeks who bequeathed to us
the rational mode of inquiry which is a systems approach.
The.baSLC form of all theory is system theory. Thus, this
bas}c formal theory is known as "general systems theory’.
As is common in the literature, the plural of ‘system’ is
used, It would make more sense not to because " eneral has
the same meaning as the s” (Ashby, p. 3).

The SIGGS Theory Model, thus, is a

The S : general system
theory which is a formal theory modél for all descriétive
theory. As such the SIGGS Theory Model falls in the
category of syntactic rather than semantic theory models.

The SIGGS Theory Model extends von B !
detinition o erreor n Bertalanffy’s formal

cowplex of elements standing in interaction
(GENERAL SYSTEMS THEORY, p. 33)

a4 system is a group of at least two components with
at least one affect relation and with information.

ot
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Stated more precisely

7

= S| GRatp # P A YRA(Ry €ikp *» Ry €S x 8
DE At p AVSA A A

.0
Tu(d # FA YI(IE S .»T~Ry VHMR cRE A I ~R)T

S(S' ' cE AL ~8)INY)

where 'S’ stands for system

'S’ stands for group
*wp’ stands for a family of affect relations

'Rp‘ stands for an element ofna
‘s * gtands for a family of informations
'I' stands for an element of «

In Appendix II, there is a translation of the logico-
mathematical symbols used in the SIGGS Theory Model.

In order to present a more detailed explication of the
SIGGS Theory Model, the way set theory, graph theory, and
information theory function in the model now will be dis-

cussed.

Set theory is a mathematical theory which characterizes
gsets. ‘Set’ is a primitive term, and so cannot be defined.
However, one can give some sense of it by means of alterna-
tive referents. A set can be thought of as a collection, a
class, an aggregate, a group, etc. From these alternative
referents, a set usually, although not always, has something
within it which could be considered as belonging to the set:
the objects of the collection, the members of the class, the
points of the aggregate, the components of the group, etc.
That which belongs to the set is called 'an element’'. More-
over, the objects, members, points, components, etc. can
themselves be taken as sets of elements; and 1f they are so
taken, then the collection, the class, the aggregate, the
group, etc. can be thought of as families of sets.

Set theory gives meaning to a system as a group of com-
ponents with connections between them. A system is taken to
be a group of at least two components with at least one af-
fect relation and with information. Utilizing set theory,
the group of at least two components bcomes a set of at
least two elements which form a sequence. The conditions,
too, are given meaning ultimately in terms of set theory. A
relation between components of the system, an affect rela-
tion, is given meaning through digraph theory which is based
upon set theory. Through digraph theory, the group of a
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system becomes a set of points and an affect relation a set
of directed -lines. Not only is set used, but also the set
theoretic definition of ‘function’. An affect relation is a
mapping of the group into itself., Through information
theory, information of a system becomes a characterization
of system occurrences at categories in a classification.
System occurrences may be with respect to either system com-
ponents or system affect relations or both. Since a classi-
fication is a set of categories, set theory also is basic to
information theory.

Properties of a system allow specification of kinds of
systems, since properties are conditions on the system which
either specify its structure or its state. Explicit use of
set theory is exemplified in the properties of size and
sameness. In the former, the set theoretic characteriza-
tion, cardinality, is explicit, while in the lat:ter,
homomorphic or isomorphic or automorphic mapping is.

The set characterization, complement, marks off the
system from its surroundings, the negasystem. Within
whatever universe of discourse selected, the components
selected for consideration, the components which do not
belong to the system are the negasystem. See Schema 31 on
the next page.

Information theory gives meaning to the categorization
of the components and connections of a system and its
negasystem. Every system has information in the sense that
occurrences of its components or affect relations or both
can be classified according to categories. The added condi-
tion of selectivity of the information, i.e., uncertainty of
occurrences at the categories, is required to develop in-
formation properties of systems and negasystems and of their
states. Schema 31 summarizes and illustrates the basic in-
formation properties of a system (toput, input, storeput,
feedin, feedout, feedthrough, and feedback) and of a
negasystem (fromput and output).

Only the condition of selectivity is required to give
meaning to toput, input, fromput, and output. Both toput
and output involve selective information on a negasystem,
whereas fromput and input involve selective information on a
system. Nevertheless, toput can be sorted from output, and
fromput from input. Toput is a system property, a system’'s
environment or the selective information on a negasystenm
available to a system, but output is a negasystem property,
its selective information. Fromput is a negasystem proper-
LY, a negasystem’s environment or the selective information
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'
Vd
£
H
g
ET >
erl ol ,
TP Ip FP op
FB
'u' stands for universe of 'Tp' stands for toput
discourse .
'S' stands for system 'IP' stands for input
'$' stands for negasystem 'FO' stands for feedout
'SP' stands for storeput 'FP' stands for fromput
'FT' stands for feedthrough 'OP' stands for output
'F1' stands for feedin ‘FB' stands for feedback
Schema 3l: Information Theoretic Properties of a System

aoid
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available to a negasystem, but input is a system's oroperty,
its selective information.

The other basic information properties require condi-
tions over and aoove that of selectivity. Storeput requires
the selective information to be conditional, since storeput
is a system selective information which results when one
takes into account the dependency of system selective in-
formation upon that available to a negasystem. Feedin,
feedout, feedthrough, and feedback are properties in which
there is a flow of selective information, a transmission of

selective information. Conditions, hence, of selective in-
formation separated by time intervals and sharing of selec-
tive information are requirements. To illustrate: <feedin

is shared information between toput and input, where toput
is at a time just prior to the input.

Graph theory gives meaning to the kinds of connections
between components. Through digraph theory, a system group
becomes a set of points and system affect relations become
sets of directed lines, and digraph properties of a system
result when certain conditions are placed on its affect re-
lations or its group.

Complete coanection, strength, unilateralness, weak-
ness, and disconnection exemplify digraph properties of a
system arising from conditions on its affect relatioans.
Complete connection is a property in which affect relations
are direct directed ones and in which every two components
are contained; there are direct channels back and forth be-
tween every two components. In strong systems the affect
relations are direczed ones and every two components are
contained in them; there are channels back and forth between
every two components but they are not direct. Although in
unilateral systems affect relations are directed and every
two components are contained in zhem, the channels are only
one-way. In weak systems there are no channels, since
directions are not specified. Weak systems, nevertheless,
have every two components contained in the affect relationms,
a condition lacking in disconnectad systems.

Passive dependency, active dependency, independency,
and incterdependency exemplify digraph properties of a system
due to conditions on the group. The conditions on the group
have to do with the group component containment in affect
relations. In passive dependency, components are so con-
tained that channels only go to the component; in active de-
pendency, channels only go from them; in independency, chan-
nels do not go either to or from them; and, finally, in in-
terdependency, channels go to and from them.
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The complete SIGGS Theory Model is presented in Appen-
dix III. It consists of a group of related terms. The
terms are related so that some are primitive, undefined, and
the others are defined. As discussed in 3. EXPLICATING
THEORY, primitive terms are required to prevent circularity.
Moreover, all the defined terms are defined through primi-
tive terms or defined terms which already were defined by
means of primitive terms. Since the terms are characteriza-
tions with respect to a system in general and not with
respect to only one kind of system, e.g., an education sys-
tem, the theory model can be said to be a group of related
formal characterizations of a general system.

Because set theory, information theory, and graph
theory were utilized, the power of these formal theories
made precision and extension of general system theory pos-
sible. Logico-mathematical Ideographs are powerful
theoretical tools. It should be noted too that the SIGGS
Theory Model also incorporates truth functional and
quantification syntactics which are set forth in Appendix I.

In devising education theory from SIGGS, teacher, stu-
dent, content, and context are taken as forming a system of
education. In set theoretic notation:

E = {t, s, ¢, x}

where 'E‘ stands for system of education
‘t’ stands for teacher
s’ stands for student
‘c’ stands for content
‘X’ stands for context

In a set, the elements form a unit within a universe of
discourse. In the devised education theory, this means that
a system of education can be considered within® various
spheres: home, church, state, etc., but it cannot be con-
sidered within any sphere. The unit must be consistent with
the universe of discourse. It does not make sense to con-
sider a system of education within a molecule, but it does
make sense to consider an atom within a molecule.

Given a set within a universe of discourse, the univer-
se which is not the set is its complement. This set
theoretic notion of complement gives precision to a system’s
surroundings or to what is not system. What is not system
is called ’‘negasystem’. When the system of education is
considered within a state, the negasystem consists of per-
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sons, culture, and objects within the state but not within
the system of education.

Schema 32 summarizes the use of the set theoretic no-
tions in delineating a system of education and its
negasystem.

teacher
persons student F-~STATE
culture content
objects context p-=- -- ~ ~+-EDUCATION

Schema 32: Education as a System

It should be noted that what is taken as a component in
one universe of discourse can be taken as a system in anoth-
er. The components of the system, education, are called
'subsystems’, for either the student, teacher, content, or
context can be taken as a system. Changing the universe of
discourse from the state to education, the student can be
taken as a system rather than as a component. One would
then delineate the components within the student, i.e., the
affective, conative, and cognitive properties. These
properties would be the components of the system and the
components other than the student--teacher, content, and
context--would be those of the negasystem.

Within education one is not limited to the components
as systems. A compbination of components could be taken as
system. The negasystem would change accordingly. The fig-
ures in Schema 33 on the next page show within education
three different system perspectives.

Set theory not only gives precision to ‘complex of ele-
ments’ but also to ‘standing in interaction’. The precision
is obtained by utilizing the set theoretic definition of
‘function’. Since a function from one set into another is
constituted by an association of elements in one set with
those in the other, standing in interaction can be inter-
preted as a mapping of the set into itself, and hence as af-
fect relations. Analogously, the affect relations between
the components of an education system are constituted by the
mapping of teacher, student, content, and context into
teacher, student, content, and context. That is to say,
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Student as System
affective
teacher properties
o - — —~~STUDENT
conative
content properties
. ~-EDUCATION
cognitive
context properties
Teacher as Systen
affective
student properties
—————— —TEACHER
conative
content properties
-~-EDUCATION
cognitive
context properties
Tutorial System
content student }-—-— - = 4-~STUDENT and
TEACHER
context teacher |- --EDUCATION

Schema 33: System Perspectives within Education
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where there is association between a teacher property and a
student property, the teacher property affects the student
property or the student property is a function of the
teacher property.

Set theory is also utilized to give precision to condi-
tions on the system of education over and above the essen-
tial ones treated above. It is used explicitly to give pre-
cision to system characteristics such as sameness within an
education structure. For example, uniformity in the content
of education is viewed by means of isomorphic mapping. Set
theory is used implicitly when information or graph theories
are utilized for characterizing education. This is so, be-
cause set theory is basic to both information theory and
graph theory.

Digraph theory is mathematical theory which character-
izes, between pairs of points, lines which can be directed.
Figures can be utilized to explicate intuitively a digrapi,
as in Figure 1.

S2 s3
S1 84 ‘sg
Figure 1

Figure 1 was constructed from points--s;, Sy, S3, B4, Sg--
and lines, some of which are arrows. There are no lines be-
tween sg and the other points. Thus, sg is not connected to
or paired with any of the other points. Where there is an
arrow or arrows between two points, there is a directed con-
nection or a pairing. Consequently, there is a directed
connection or pairing between sy and s, s; and s3, sy and
81, and s, and §3. Given only one arrow between two points,
the directed connection is direct as in sy and s,, s, and
Sy, and s, and $3. Where there is a line without an arrow,
a directed connection will be assumed in one or the other
direction or in both directions. (The result of such an as-
sumption is the treatment of graph theory within the context
of digraph theory. 'Di-* indicates that graphs consist of
directed lines. Interchangeable usage of the terms ‘graph
theory’ and ‘digraph theory’, therefore, is justified.) So
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z directed connection is assumed between Si an%h541iig i:f
%4, and s3 and sS4 Or sy and s%ﬂ?r(ﬁocthioilgiaginn e e
K and sq has an arrow, e dire i f 2
fze:" z%d not Irom s3 to s,. Therefore, s3 1s not pa;re:u;?
§ o% sy, and also §, is not paired to s; or slkrix?

narize, the graph in Figure 1 is expressed in a ma

i 51 sy S S4 sg
j sy|] o 1 1 1 0
so it 1 0 1 1 0
syfl o 0 0 1« 0
sgtl 0 0 1+ 0 Q
sgil @ 9 0 0 0

where ‘*’ indicates the possi?illty

of one of the two entries being 0

‘and as relations

(s1: 83), (51, 83), (S1, S4)
(g, S1)¢ (82, S3)s (S2/ S4)

(531 54)1 (54/ 53)

1From the matrix it can be seen that the total possébégagatgz
{of points in a graph of five points is twenty, ani o irs
£gtaph presented in Figure 1 has only seven or eig

jout of twenty.

: By adding graph theory to set theory, thix;fgil:xsgz
relements which is a system is not only 1n§erp§i d a8 R ien
iput also as a set of points, anq the stan%;n% Eunct‘cns Lon
it By S%Ftem ke %qu iﬁ;gégnfsggggszta:lon per;its the
S directed lines. i X mit e
éiiilization of properties of graphs to ?lveag:iiiifzguid
zcertain properties of systems. For examp.i{ allyits e
“have complete connectedness if and oqu i QL s e rals
;relations were direct directed cones, l.e., ld -t F}gure :
ﬁfrom and to each component. The graph gresgncg_ tonnected.
éls not completely connected; rather ;t ;sh is
’Figure 2 presents a completely connected graph.
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53

S S

Figure 2

Utilizing graph theoretic properties in theorizing
about education, transmission of culture in a group consist-
ing of a teacher and four students will be considered. Let
the point sg represent the teacher, $y, Sp, S3, and sy the
students, and lines between the points transmission chan-
nels. Figure 1, therefore represents a system in which
there is no connection between the teacher and any of the
students. The teacher does not transmit culture. On the
other hand, Figure 2 represents a system in which there is a
connection bertween the teacher and each of the students.
The teacher does transmit culture. However, each student is
in the same position as the teacher in regard to the trans-
mission of culture,

In order to treat transmission, information theory must
be used as well as graph theory. Information is the charac-
terization of occurrences. This fits in with the ordinary
notions of information. When one is informed, one knows or
can characterize what is happening. To characterize occur-
rences is to classify them according to categories. But,
for describing transmission, the condition of selectivity
must be placed upon information. There must be uncertainty
of occurrences at the categories. Uncertainty of occur-
rences is explicated in terms of a probability distribution.
In a system context, if there is uncertainty with respect to
an occurrence of a system component at a category of classi-
fication of the system components, then the probability at
the category can be neither 1 or 0 but must be less than 1
or greater than 0. Consequently, there must be at least one
alternative category for the occurrence of the component,
since the sum of the probabilities must be equal to 1.
Alternatives indicate selection. This selective sense of
information also fits in with the ordinary notion of in-
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One needs information only when one does not
One must be uncertain or faced with a
Complete knowledge involves no

formation.
know something.
choice bevween alternatives.
uncertainty or information.

The basic information function is designated by H .
By summing over the amount of information associated with
each selection, weighted by the probability that the selec-
tion will occur, the value of H can be obtained. To state
the matter more precisely, H(C) 1ls the average uncertalnty
per occurrence with reference to the classification C; it is
the average number of decisions needed to associate any one
occurrence with some category ¢; in C, w;:h‘the‘provEs;on
that the decisions are appropriate; it is a function of the
probability measures in C:

n
1

H(C) = Z p(cy) logy
i=1 p(cs)
The measure for joint uncertainty would be
m a .
1
H(Cr5) = 25 Z: p(ci,c’4) logz ,
i=1 j=1 p{cy., ¢ j)

The measure for conditiopal uncertainty would be

m n
H(Cy C3) = fgl jg& p(Ci,c’j) log p (i ¢3)

The three H measures are related as follows:
H(Cy) + H(Cy Cyp) = H(Cyg3)
The T measure is the amount of shared informacion:
TIC,CgP = H(C;) + H(Cy) - H(Cyrg)

The information theoretic notions of SIGGS proyi@e a
framework for categorizing the four major neacn}n?-
studenting components. These componentcs can be set forth
within the set theoretic framework as described above. To
illustrate, the verbal behavior of teachers can be treated
as selective information, and hence the probable occurrence
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of instances in categories is determinable. Categories of
teacher verbal behavior need to be worked out along lines
such as Bellack's initiating behavior consisting of either
structuring or soliciting and reflexing behavior consisting
of either responding or reacting. (THE LANGUAGE OF THE
CLASSROOM, 1966) Determination is through obtaining an #
measure or the amount of uncertainty for locating a given
verbal behavior in any one of the categories. One could, of
course, do likewise for student verbal behaviors. In fact,
all elements of the education system or subsystems con-
ceivably could be categorized thusly. Thereby, SIGGS in-
formation theoretic propertles, such as toput and input, can
be used in developing education theory.

Information theoretic notions also help to characterize
interactive aspects of education. One can determine the
flow of verbal behavior from student to teacher through the
concept of feedin, which is shared information. Taking an H
measure on student verbal behavior--the toput--and on
teacher verbal behavior--input, then the commonality can be
measured or a T measure obtained. Obviously, this could in-
form one of the interactive verbal pattern between student
and teacher. 1Is the student getting through to the teacher?
i1s the reacher’s verbal behavior as reflexive as the stu-
dent’s is initiating? Etc.

Other examples of the use of the theory models approach
in constructing theory can be found particularly in the lit-
erature on the dialectical approach in socioloqy and in
educology. Hegelian theory and Marxian theory have featured
as sources for the development of theory of society and
theory of education.

Fichte (1762-1814), not Hegel, introduced the triad of
thesis, anthithesis, and synthesis (Grundlage der gesamten
Wissenschaftslehre); but the antithesis did not emerge from
the thesis, and the synthesis did not go beyond both the
thesis and the synthesis. It was Hegel (1770-1831) who, in
the Platonic tradition, had thoughts pass over into their
opposites and then achieve a higher truth. He added
determinism: contradictions in thought necessarily lead to
a further phase of development.

One of the most important derivations from the Hegelian
dialectic was the Marxian. In this dialectic, matter was
substituted for mind. The dialectic was combined with
materjalism and constituted dialetical materialism (a phrase
devised by G. Plekhanov and first used in a publication in
1891). Marx (1818-1883) applied dialectic to history and so
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ﬁhiscorical materialism (a phrase used by EZngels) emerged.
4 History was seen as a series of stages, each dbased on forces
1 of production and characterized by certain reiations of pro-
duction. PFour scages were distiaquished: primitive com-
'munism, ancient based upon slave labor, £feudal based upon

serfdom, and capitalist based upon wage labor. In these
4 stages, workers are alienared from the means of production,
cand thereby alienated from soclety and themseives. The
tdialectical process will come to an end in the classless
society in which there will be no division into expioited
. and exploiters. :

Dialecsics in sociology involves a use of opposing
tendencies or contrasting propositions.

Georges Gurvitch (1896-1965) critcized Hegel @nd Marx
for only recngnizing one form of dialectics, polarization.
“He also recognized complementarity, mutual involvement, am-
‘biquity and ambivalence, and reciprocity of perspectives.
. Hence, there are five ways in which opposing social elgmen:s
?can be related to each otier. Elements may compiete, inter-
£ penetrate, attract or repel, and manifest in inverse'ways,
as well as take up conflicting positions. Gurvitch referred
to his method as "“hyperempiric dialectics”, since he
grounded his dialectical treatment of social reality in

empirical reality.
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Luigi Sturzo (1871-1959) presented a theorylof “the
§ concrete society” in a dialectical form with opposing ele-
ments of personalism and collectivism, not only bectween the
individual and society but also within the individual. So-
cial harmonism is a synthesis of personalism and collec-
tivism.

Eelvee gL

Ralf Dahrendorf (1929- ) developed a dialectic con-
flict theory of society, because of the inherent division oz
all social organizations into two opposing roles, those wita
rauthority and those subordinate to authority, which gave
. rise to social conflict. The functionalistc theory ot
. society is one of concensus and equilibrium and emphasizes
j shared values and social integration. Moreover, conflict 1s
y taken simply as deviance corrected by mechanisms of soq;Ql
iconc:ol. However, conflict is as structurai in social lLirfe
gas is concensus. Thus, the dialectic conflict theory ot
2

.

4 society is required along with the funczionalist cheory of
4 socliety.

; The critical and radical sociology of C. Wright Mills
4 (1916-1962) and Alvin W. Gouldner incorporates che neo-

et
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Marxist conception of a social structure divided between
those who centrol power and wealth--establishment forces,
and those who are subordinate, manipulated, and exploited--
anti-establishment forces. So the social structure is
marked by inevitable conflict. The critical theory of the
Frankfurt School (Adorno, Horkheimer, Marcuse, Fromm,
Lowenthal, and Neumann are among its members) is the most
explicit neo-Marxist example of dialectical sociology.

Finally, the neodialectical framework of Llewellyn
Gross (1914- ) should be mentioned. It is a method for
building sociclogical theory through questions and answers,
challenges and confrontations, theses and countertheses.
The widest possible variety of theories, including
functionalism and conflict theory (both non-Marxian theories
such as Gurvitch’'s, Sturzo’s, and Dahrendorf’s and Marxian
theories such as Mills’, Gouldner’s, and that of the
Frankfurt School) should be used to provide a basis for
derivation of a new and more meaningful synthesis. Gross
calls this approach to theory building "an open system ap-
proach’.

G. S. Maccia (1979) has written of Harris’' and Dewey's
use of the dialectic to develop education theory. During
the nineteenth century, W. T. Harris utilized the Hegelian
sense of dialectic to view education as self-development
mediated through the traditions of civilization. This self-
development was taken to be one in which thoughts pass over
into their opposites and then achieve a higher truth. Dur-
ing this century, John Dewey alsc treated education within a
dialectical context and thus concejved education as a trans-
action in which experience develops toward that which is
funded with the skills and habits of intelligence.

Contemporary psychologists of education, however, do
not use the dialectic in their theory building. Although
cognitive development is central in their theorizing, devel-
opment is not viewed through resolution of contradictions in
thought.

on the other hand, have utilized dialec-
tic in their theorizing about education. Some sociologists
see education within a dialectic conflict theory. This way
of looking at education is contrasted with the way of look-
ing at education through the functional paradigm.

Sociologists,

In simplest terms, the functional paradigm argues
that schools are essential institutions in modern
society because they perform two crucial functions:

B3
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first schools represent a rational way of sorting
and selecting talented people so that the most able
and motivated attain the highest status position;
second, schools teach the kind of cognitive skills
and norms essential for the performance of most
roles in a society increasingly dependent upon
knowledge and expertise. (Hurn, pp. 30-31)

This theory (conflict theory] portrays schools not
as more or less rational instruments for sorting and
selecting talented people, but as institutions that
perpetuate inequality and convince lower class
groups of their inferiority. In the radical
{confljct) paradigm what is important about
schooling is not the cognitive and intellectual
skills schools teach, but the class-related values
and attitudes that they reinforce. In this view,
schools are instruments of elite domination,
agencies that foster compliance and docility rather
than independent thought and humane value. (Hurn,

p. 31)

Many of the contributions to the conflictiportrayal of
the schools have been Marxian. One example is Bowles and
Gintis’ theorizing about education.

. . the educational system’s task of integrating
young people into adult work roles constrains the
types of personal development which it can foster in
ways that are antithetical to the fulfillment of its
personal development function. (p. 124)

. . . the education system plays a central role in
preparing individuals for the world of alienated and
stratified work relationships. Such a class
analysis of education is necessary, we belleve, to
understand the dynamics of educational change

(p. 124)

Although the contrast "between the functional and con-
flict paradigms and statements such as Bowles’ lead_one to
conclude that functionalism neglects social conflict and
change, such neglect is not inherent in functionalism. The
functional paradigm is suited equally to explain conflict
and change and to explain order and stability. Sztompka
states the matter well:

)

One may analytically construct a static systemic-

functjonal model by combining general assumptions of

ey X 1 B
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functionalism with the following set of particular
assumptions: functional reciprocity, consensus,
dependence, universal functionality, uniform
functionality, equilibrium, commensurate functional
requirements, constant functional requirements,
functional unity, and subsystemic integration. As
one may as well construct a dynamic _systemic-
functional model by combining the general
assumptions with the opposite set of particular
assumptions: exploitation, conflict, autonomy,
dysfunction (or specific functionality),
differential functionality, disequilibrium,
contradictory functional requirements, changing
functional requirements, functional disunity, and
subsystemic disintegration. (pp. 143-146)

An example of a functional paradigm equally suited to ana-
lyze any system both in its static and dynamic aspects is
the SIGGS Theory Model explicated above.

Maccia and I have used SIGGS to theorize about educa-
tion as a social system (1966, 1971, 1973, 1975). In the
1975 work, the teacher subsystem and the learner subsystem
within the education system were conceived not only in terms
of maintenance but also in terms of change (constructing or
destructing). 1In an effective education system, both the
teacher and the learner subsystems must be constructing.
Neither one nor the other can be either maintaining or
destructing. There can be no contradiction, no constructing
and not-constructing. Only lack of contradiction produces
mutuality, a transactional relation in which experience is
reconstructed and grows.

In addition to the use of the dialectic in sociology of
education, it can be used in philosophy of education. I
used it to generate a theory of liberal education, i.e.,
educology of the free.

Through social liberalism, the conception of
liberal education evolves from

cultivation of the intellects of Free Men
for their enjoyment

and

cultivation of the words of Slaves for their
transformation of the world through revolution

ey
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cultivation of the social intelligence of
human beings for their freedom.

Thus, from the thesis,

educology of the oppressor,
and the antithesis,

educology of the oppressed,
emerges the synthesis,

educology of the free. (1981, p. 29)

pepper in WORLD HYPOTHESES has argued that there i;:
four basic theory models in terms of.whxch one views eh
world. One can view the world as consg;tuted of unalterat S
parts (forms), and thus embrace formism. Or one cag Vlia
the world as a consisting of fixed actions, the world acts
in predetermined ways due to its unalterable parts. Since a
machine acts in such a fashion, one who takes ch}s view em-
braces mechanism. It should be noted that formism and me-
chanism are essentially the same position; formism 1s
static, structure is emphasized, while megh@n;sm Ls;dynaméz:
state is emphasized. The other two possibilities for Jlder
ing the world are organicism and coqtexcuallsm. :hat
organicism, the world is seen as constituted by partss‘
are not unalterable. The parts change through time. xnfe
the parts of organisms are like that, grow;h occugs, the
title of the view is apt. Contextualism is the dynamilc
counterpart to organicism; the parts do not have fixed ?c-
tions rather their actions are determined by the whole they
are in, by their context.

since, from the standpoint of a complete description ot
a system--its structure and its state, form{sm and mechanqzﬁ
form a pair and organicism and contextualism ?orm anomﬁor
pair, 1 take two analogies to be the overarching oTes ot
theorizing, the analogy of the machine gnd the ana ogyls
the organism. Black has called overarfhlnq_theary models,
"archetypes”, and Kuhn has called them paradigms”,

To be more explicit, a mechanistic point of view 1; :2?
in which phenomena are represented like a machﬁfe. A ma-
chine is an object that consists of.parts_t.at ;Ec*s
predetermined ways to bring about certain specific effects.

PR FLTC YT
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Thus, in such an object the parts have natures which are
non~-alterable. These parts, consequently, have fixed ac-
tions. The actions which are specific to a certain kind of
machine result from a combination of parts. The effects are
linear and additive. Therefore, in a mechanistic stace of
affairs the parts are non-modifiable and are the determining
factors.

An ‘organismic point of view is one in which phenomena
are represaented like an organism. An organism is a struc-
tured whole, i.e., one in which the content and form of its
parts are determined by its function. Thus, in such an ob-
ject the parts do not have non-alterable natures and so
fixed actions. Rather parts act interdependently to
maintalin function, and thereby wholeness. The parts do not
simply combine and then determine what the whole is to be.
Effects are not linear and additive. The content and Sorm
of the parts change relative to a whole. Theretfore, in an
organismic stdte of affairs the parts are modifiable rela-
tive to the emergenc hold.

In LOGICAL AND CONCEPTUAL ANALYTIC TECHNIQUES, I recog-
nized in educational theorizing the mechaniscic point of

view and called the machine model employed, “the educative
effects model". Schema 34 represents such a model.

ZDUCATIVE FACTORS r-"—*—-~"**-1STUDENT ACHIEVEMENT

Schema J4: Educative Effects Model

This model is the governing one in psychological theorizing
about education.

In the organismic point of view, I called the organism
model employed, "the educative configurations model”. The
functional approach in the sociclogy of education is such a
model as is SIGGS.

The SIGGS theory model permits representation of
organized complexity. Set theory enables quantification of
a complex organization as a whole; graph theory of struc-
ture; and information theory extends the cybernetic educa-~
tion theory model (an educative configurations madel showa
in Schema 35) so that education-surroundings Lnteractions
can be described.
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EDUCATION »
INPUT SYSTEM BUTSUT >

FEEDBACX

Schema 35: Cybernetic Educacion Theory Model

In SIGGS as presented in Schema 31, toput and a new
sense of output are added vo input and oucpur which is newly
interpreted as fromput, Determination is now possible not
only of what education takes in and what is available fxom
it, but also of what education’s surroundings take in and
what is available tvo them. Feedin, feedthrough, and feedout
are added to feedback which is not interpreted as Zlow from
cutput to Lapuc. Transmission from and to both zhe system
and its surroundings can be characterized.

To illustrate, the flow of culture from teacher Lo stu-
deat can be represencted through the concept of feecin, which
is shared informatvion. For this represencacion, culture

- must be interpreted as selective information, i.e., as pro-

. Taking an H measure on the culture of the teacher that

5

able occurrences in categories of societal expressions.
s
available to the student (toput relative to the student sub-
system) and an H measure on the culture taken in Dy the stu-
dent (input of the student subsystem), the T measure of com-~
monality between toput and input can be obtained. Com-
monality indicates a flow in culture or decreased un-
certaincy which is what learning is.

The final form of reasoning to coasider is deduction.
Although deduction does not enter into the devising of
theory, it is required to explicate theory. As Pelrce
stated it:

. . .neither Deduction nor Induction contributes
the smallest positive item to the final conclusion
of the inquiry. They render the indefinite
definice; Deduction explicates; Induction evaluates;
thav is all. (COLLECTED PAPERS, 5.145)

It should be noted that I sorted out the explication of
theory from the construction of theory. However, aexplica-
tion has a different sense for Peirce. In the sort that I
made, explication has the sense of serting forth the content
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and form of an already developed theory. In Peirce’s sense,
explication. means emending and extending the content and
form of a theory that one is developing.

The form of deductive inference is as follows:

1. If A were true, then B would be true.
2. A is true.
3. Hence, B is true.

The methods for such inference are found in truth functional
and quantification syntactics. (See APPENDIX I.)

Deductive methods now will be considered as they enter
into emending and extending theory.

As seen in 3. EXPLICATING THEORY, classification is
basic to descriptive theory. Descriptive metaphysics is a
division of the phenomena which are the object of
theorizing--the system--so that a set of descriptors charac-
terizing the system's properties emerges. To do this, the
metaphysician must provide a set of class terms for charac-
terizing each and every component of the system.

In providing a set of class terms, the metaphysician
utilizes the methods of deductive logic. Bifurcation is the
method used in partitioning or dividing up a universe.
Bifurcation is based on the principle of identity. Either a
phenomenon has a certain characteristic or it does noct.
Thus, the phenomena are placed in two groups according to
the presence or absence of a given characteristic. Given n
cgaracteristics, therefore, the number of classes would be
20,

An example of using bifurcation is my emendation of
Dewey’s theory of education in which he took education to be
as broad as all learning. I partitioned learning according
to two characteristics: intended and guided. 2¢ or 4§
classes of learning emerged. These classes of learaing--
intended and quided, intended and non-guided, non-intended
and guided, and non-intended and non-guided--are represented
in Schema 25. Then on the basis of my phenomenclogical
analysis of education as a teaching-studenting process, I
limited education to learning that is intended and guidec
and so emended Dewey’'s theory.

Another example of the use of the method of bifurcation
is Walkling’s classification of multicultural education cur-
ricular phenomena according to three characteristics: se-
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lective (the use of criteria to judge material about cul-
tures to be .included) and not selective (called by Walkling
"tolerant"), absolutist (belief in general structuring prin-
ciples of knowledge) and not absolutist (called by Walkling
"relativist”), and transformationist (aiming at changing
culture) and not transformationist (called by Walxling
“transmissionist*)., ("The Idea of a Multicultural Cur-
r%culum“) Since there are three characteristics, there are
27 classes or 8 classes.

Moreover, Walkling’s classification can be utilized as
an example in theory construction of applying another prin-
ciple of deductive logic, the principle of contradiction.
pP is an invalid schema. Thus, classes that violate this
principle should be ruled out. 1In Walkling’s classifica-
tion, the classes having the characteristics of both selec-
tive and relativist are logical impossibilities, because se-
lection implies no relativism: if one uses criteria to
judge material about culture then one does not believe that
there are no general structuring principles of knowledge.
Also I utilized the principle of contradiction when I ruled
out classes of theory in Schema 8.

Schema 8 illustrates another method used in classifica-
tion, the union of classes. Knowledge was sorted according
to content and form into logical, mathematical, philosophi-
cal descriptive, philosophical explanatory, praxiological,
and scientific classes; and knowledge was sorted according
to object into physical, biological, and hominological
classes. These two classifications were combined through
crossover (6 classes x 3 classes) to produce 18 classes. Of
these 18 classes, 6 classes were ruled out as logical impos-
sibilities. Formal knowledge--logic and mathematics--
implies knowledge that has no object. Thus, physical
logic, biological logic, hominological logic, physical math-
ematics, biological mathematics, and hominological mathe-
matics are logical impossibilities.

Yet another method used in classification is class in-
clusion. Class inclusion is basic to classifications which
are taxonomies. On pages 67 and 68, I set forth the logical
requirements for a taxonomy. A taxonomy which I developed
through the use of class inclusion is represented in Schema
18. Education was partitioned into teacher, student, con-
tent, and context. Then content was partitioned into cogni-
tive, conative, and affective structures. Cognitive struc-
tures were partitioned into quantitative, qualitative, and
performative ones. Quantitative structures were partitioned
into instantial, theoretical, and criterial ones. Qualita-
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tive structures were partitioned into recognitive, acquain-
tive, and appreciative ones. Finally, performative struc-
tures were partitioned into protocolic, conventional, in-
novative, and creative ones. So a hierarcy of classes was
developed on the basis of class inclusion. To illustrate
class %nclusion: creative structures are contained in per-
formét}ve ones, performative stuctures in cognitive ones,
cognitive structures in content, and content in education.

As'discussed in 4. EVALUATING THEORY, classification
always involves definition. A class term refers to all the
particulars to which the term is applicable and has sense in
terms of the characteristics that a particular must have in
order for the term to be applicable. Because reference is
determined by sense and a definition sets forth the sense of
a term, definition is basic to classification.

. The method of equivalence is used in developing defini-
tions. The Qefiniens must be equivalent to the definiendum.
Equivalence "is mutual implication (the definiendum and the
definiens are logically deducible from one another) which is

the validity of the biconditional formed of the definiendum
and the definiens.

In systematizing definitions, the method of chaining is
used. In this method the definiens of one definition be-
comes the definiendum of the next definition.

. An example of the use of the methods of equivalence and
chalglng is my development of descriptive metaphysics of ed-
ucation. In.thls development, I began with my phenomenolog-
ical analysis of education as a system consisting of the
subsystems of teacher, student, content, and context. Then
I went on to develop a chain of definitions with respect to
each of the subsystems. On pages 40 through 42, some of
that development is presented. !

Whether one is constructing descriptive theory or ex-~
p;anatory tpeoyy, the method ofgderivatgon based OK deduc-
tive logic is important. In this method, less general ideas
are lngerrgd from more general ones. The relation of im-
pllC§t+on is central. 1Implication is the validity of the
conditional formed from the more general idea expressed as
the antecedent and the less general idea expressed as the
consequent. To be valid means that the schema comes out
true under all truth valid interpretations. Thus, the case
under which the conditional is false--the antecedent L5 true
and the consequent false--is ruled out. This would be the
case where implication did not hold. So implication holds.
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' One example from my theorizing of the use of the method
of derivation is my inference about the nature of human
learning from Plato’s theory of the psyche. Plato's_analy—
sis of the human psyche resulted in the recognition of three
psychical structures: cognitive, conative, and affective.
Given that learning is development of the psyche, then
learning is development of cognitive, conative, and affec-
tive structures. The deduction is as follows:

*1_ p Eq
*2. r s pS
*3., r =gs (1) (2) TF

*

4, p=sq-+ r= ps .>r =4gs

where ‘p’ stands for human psyche
'q’ stands for cognitive, conative, and
affective structures
‘r’ stands for human learning
's' stands for development

Axiomization is another method that is imporcant.in
constructing explanatory theory. Through axiomization
theoretical sentences expressing relations between charac-
teristics are systematized. The theoretical sentences are
connected deductively, i.e., they form an axiomatic system
in which for each possible interpretation of the calculus
that makes the axioms (postulates) true, every theorem 1s
likewise true (the postulates imply the theorems). in 3.
EXPLICATING THEORY, there is a discussion of the method of
axiomization with an example.

At least one cavet is in order with respect to ;he
method of axiomization in social theory and so in education
theory. Full formalization is impossible, since one must
presuppose large segments of disciplines other than those
indigenous to the theory being constructed. psychology
presupposes sociology; sociology presupposes psychology; ed-
ucation theory presupposes both psychology and sociology;
and philosophical theory is presupposed by all three.
Hence, one should not formalize as much as one can. The

. material that is nonindigenous to the theory should not be
part of the formalization. Rather one should make clear
what theories are presupposed.

In summary, theory should be emended through the above
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methods so that:

1. the form of descriptive theory is alterad to
meet the criteria of equivalence, chainiag, and
substitution;

2, the content of descriptive theory is altered to
meet the <criteria of exactness, exhaustiveness,
external :oherence, and extendabiliity;

3. the form of explanatory theory is altered to
meet the criteria of determinacy and intermnal
ccherence;

4. the content of explanatory theory is altered to
meet the criteria of well-¢efined terms,
correspondence, comprehensiveness, and external

coherence.
The criteria mentioned above are explicated in 4. EVALUAT-
ING THEORY.
in emending theory, theory often is extended. For in-

stance, making a theory more complete is adding to theory.
Gaps in a theory are filled in or the theory is made more
comprehensive. The mechods related to the forms of reason-
igg that feature in constructing theory are used to extend
theory.

The gaps in a theory can be filled through phenomeno-
logical analysis or through the theory models approach.
However, there may be extant theory to £ill the gaps. The
related theory to be gap-filling must be deducible from the
;heory being extended; the method of derivation features

ere.

Theory can be made more comprehensive, broadened,
through phenomenological analysis or through the theory
models approach. However, again there may be extant theory
to do the broadening. The theory used to broaden a theory
must eicher be more general than the theory or must be of
the same order of generality. Hominological literature (as
examples: psychology, socioclogy, epistemology, ethics, so-
¢lal philesopny, human praxiology {engineering), and social
praxiology (engineering)) rather than licerature apout
piysical phenomena (as examples: physics, nacural philoso~
pPhy, and civil praxiology (engineering)] is a more probable
source for general theory to broaden education theory.
This is so, because generalizations about the teaching-
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studenting process must be deducible from the source theory.

When one is selecting extant theory to ﬁill gaps or to
broaden theory, one needs to compare theories as to ghe;r
worth relative to that effort. In 4. EVALUATING‘THEOR .
criteria for evaluating theories against other theories were

presented.

The conclusion of this section on constructing theory
does not present ordered steps. The reason should be_obi
vious. Theory emending and extending are not mechanica
matters. Hopefully, in this text I have presented some in-
sight into the construction of theory.
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APPENDIX I

1. Truth Functional Syntactics

. 1.1. Truth functional operations are negation con.~
junction, alternation, conditionality, and bicondiﬁacn;l‘c

These operations are ways of transforming sentences exor;s£;
x?g proposicions into other sentences expressing proposie
Ségzzd:o that the truth value of the generated sencencesg
chéy aret;igr:::dfhuch value of the sentences from which

s se é;Z. Negation 1S a truth fuactional operation by which
siteace is transformed by attaching ‘not’ to the verb of

& simple sentence or ‘it is not the case’ to a compound o;

complex sentence, For example, to negate the sentence,

1.2.1. leniency in grading does increase learner

motivation
20T’ is atrached to the verb 'does increase’ as follows:

1.2.2. leniency in grading does not increase
learner motivation

and to negate the sentence,

1.2.3, len;ency in grading increases learner
motivation and achievement

Lt is not the case’ is artached to the sentence as follows:
1.2.4. it is not Fhe case that leniency in grading
increases learner motivacion and
achievement.

These linquistic formacions can be symbolizes as follows:

1.2.1. p
1.2.2. P
1.2.3. pq
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1.2.4. -(pq)

where ’p’ stands for leniency in grading

increases learner
motivation

‘q’ stands for leniency in grading
increases lsarner
achievement

'~* stands for not

(‘~* is an equivalent symbol to ’'-')

It should be noted that small letters of the alphabet begin-
ning with ‘p’ are used to symbolize sentences expressing
propositions.

The truth values of the transformed sentences, p and -
(pq), depend upon the truth values of the sentences before
transformation as depicted in these truth tables:

2LE Pl -(R9)
LLE VU S
FlT F T

To translate

if it is true that leniency in grading does increase
learner motivation and then it is negated, then it
becomes false that leniency in grading does increase
learner motivation

if it is false that leniency in grading does
increase learner motivation and then it is negated,
then it becomes true that leniency in grading does
increase learner motivation

if it is true that leniency in grading increases
learner motivation and achievement and then it is
negated, then it becomes false that leniency in
grading increases learner motivation and achievement

if it is false that leniency in grading increases
learner motivation and achievement and then it is
negated, then it becomes true that leniency in
grading increases learner motivatioun and achievement

1.3, Conjunction is the truth functional operat%on.by
which two or more sentences are transformed through linking
them by ’and’. ‘But’, ’although’, and ‘while’ are taken as
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equivalent to 'and’, although in ordinary lanquage theses correctional’, i.e., ‘p(qr)’ is equivalent to
terms compare as well as link. To illustrate conjunction, ‘{pqir’
to conjoin
commutative: order is immaterial, i.e., ‘pqr’ is
1.3.1. teaching is interactive equivalent to ‘rqp’
with idempotent: repetition does not add content, i.e.,
‘ppqr’ is equivalent to ‘pgr’
1.3.2. teaching is inteational
. The truth values after conjunction are indicated in the
with ‘following table:
1.3.3., teaching is correctional D} ay ) oar
TIIT il
they are linked by ‘and’ as follows: TLTILE 2
TiElT F
1.3.4. teaching is interactive and teaching is o B T
intentional and teaching is correctional FlZiT z
plrl = 7
A shortened version of 1.3.4. is rlEelT £
FIFlF g
1.3.5. teaching is interactive and intentional and :
correctional ' Clearly if and only if all conjuncts are true before Ch?¥
‘are conjoined will the conjunctlon come out true. 1In ai:l
Symbolization is as follows: other cases the conjunction is false.
1.3.1. p The number of possible truth value combinations depends
upon the number of sentences one starts wich and also upon
1.3.2. q the fact that there are two truth values, true and_:alse.
Thus, determination is through 2% where ’‘n’ stands for the
1.3.3. ¢ number of sentences. In the above c?njunction,_ﬁhefe were
three sentences, p, q, r, and so 2° or 8 possible ctructh
1.3.4. pqr value combinations.
1.3.5. pqr 1.4. Alternation is a truth functional operation by
which two or more sentences are transformed through linking
where ‘p’ stands for teaching is interactive by ‘either . . . or . . . or both’. ‘'Unless’ is taken as
'q' stands for teaching is intentional equivalent to ‘either . . . or . . . or both’. An example
‘v’ stands for teaching is correctional of the formation of an alternation is the linking of the two
sentences,
Following Quine, no symbol is used for ‘and’, although ‘A’
is often so used. 1.4.1. learning is self-developmental
The above conjunction as well as all conjunctions are 1.4.2. learning is status quo supportive
associative: internal grouping is immaterial, e.g., by ‘either . . . or . . . or both’ as follows:
‘teaching is interactive and teaching is intentional -
and correctional’ is equivalent to 'teaching is 1.4.3, either learning is self-developmental or
interactive and intentional and teaching is learning is status quo supportive

PSP e ¥ -
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Notice that ‘or both’ is not stated, although it is under=-
stood. A shortened version of 1.,4.3. is

1.4.4. eicher learning is self-developmental or
status quo supportive

These linguistic formations are symbolized as
l.4.1. p
1.4.2. ¢q
1.4.3. pv q
1.4.4. pv g
where ‘p‘ stands for learning is self-
developmental
'q’ stands for learning is status
quo supportive

‘v ' stands for either . . . or
or both

Alternation like conjunction is associative, commuta-
tive, and idempotent.

The truth table for alternation indicates that the
alternacive is false if and only if all alternates are
false. In all other cases it is true.

PlL9lp~g
TI T T

£ T
FI_T T
Fl F F

1.5. Conditionality is a truth functional operation
through which the sentences are linked by ‘if
then . . .

so that one is an antecedent to the other which

is the consequent. ‘Provided . . ey + +« «', 'in case . . .,
-+« ', and ', . . only if . . .’ are equivalent to
‘if . . . then . .

.. For example, to form a conditional
from the two sentences,

1.5.1. the frequency of teacher-student interaction
increases

1.5.2. cteacher-student liking increases

they are linked by ‘'if . then . . .

1.5.3. Lif the frequency of teacher-student
interaction increases then teacher-student
liking increases

These sentences can be symbolized as follows:
1.5.1. p
1.5.2. q
1.5.3. poq

where 'p’ stands for the frequency of teacher-student
interaccion increases
‘q’ stands for teacher-student liking increases
= ' stands for if . . . then . SR
(" - ' is an equivalent symbol to 'z ')

The following is the truth table for conditionality:

plolezd
TIT T
17 £
FlT T
F|F T

This table indicates that the conditional is falie t:l
only if the antecedent is true and the consequent 15 ia
It is true 1ln all other cases.

and
se.

1.6. Biconditionality is a truth functional operation
through which two sentences are linked by ’if and onl¥ . L
if . . . then . . .’. For example, to form a biconditlona
the sentences,

1.6.1. learners are motivated
1.6.2. learners achieve
’ 1 .
are linked by ‘if and only if . then . . .’ as follows:

1.6.3. if and only if learners are motivated then
learners achieve

These sentences are symbollized as follows:



134;

1.6.1. p
1.6.2. g
1.6.3. p=gq
where ’p’ stands for learners are motivated
:q’ stands for learners achieve
#= ‘' stands for 'if and only if . . .
. then . . .’/
(" = ' is an equivalent symbol to ‘=2 ')

The truth table for biconditionality is

o]
Q

'ﬂIIM

}‘,

D
T
T
&

J‘“

&

fiom the tab%% it can be seen that the biconditional is true
iZ and oaly if the two sentences making it up have the same

ruth value. Where the truth values diZf 3
: : a - Tutt ZIfer, the b i-
tional is false. eI, icondi

The biconditional is so called, because it can be writ-

Eig a4s a conjunction of two conditionals. Instead of writ-

one can write

(P 2q)(q > p)

The example 1.6.3,, therefore, would read

l.6.4, (f }earners are motivated then learners
achieve and if learners achieve then
learners are motivated

e , . s ;
ff one recalls that ‘. . only if . . .’ is equivalent to

if . . . thea . ., .’ th
equivalent to ' en one can note that 1.6.4. is

1.6.5. |if learners are motivated then learners
achieve, and only if learners are motivated
then learners achieve

41.6.5 easily can be seen as an expansion of 1.6.3.

1.7. Vvalidity of sentences containing truth functional
operators consists in their coming out true, under all in-
terpretations of the truth values of their component
sentences. For example, p> p is valid, since

(-
T
T

o] H}U

! The concept of validity is important in deductive rea-

- soning. Truth functional transformation rules of a deduc~
tive system are valid schemata. Aapplication of these valid
schemata permits one to determine whether propositions are
impliea by premises. What is basic to such application is
the following:

premises imply conclusion if and only LI 20
interpretation of %he =ruvh values pake e
premises =rue and the conclusions false

In other words, implication is the validizy of the condi-
tional in which the antecedent is the premise or conjunctlon
of the premises and the consequent is the conclusion or the
conjunction of the conclusions.

To illustrate: the deduction of r 2 q from p = q and
r= p is established because (p 2q)(r= p} = (r 24g) iS
valid. A truth table shows that (p = qQ)(r = p) @ (r 2 q) I8

true under all interpretations.

plglri(p >qi(r > p0) = (r=.49)
TIT] T T T T T T T T
T T 7 T T _F T T F T
TILELT T F_T T T 2 2
TILF}F T F_ & T T F z
FLTI T g T T F T T T
FlLT| ® E T 7 F_T _F T
FILELT 2 F_T F T T E
FI FIF F F F F T F g

The decision procedure of Quine is more eleganc.

(P 2 qQ)(¥r > p) o (rs q)
(p = F)(T=> p)> (T> F)
(TS FY(T =T) 2(TD F)[(F = F)(T= Fy (T2 F)
FT O F TF 2 F
T T

n b oy G
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1.8. Equivalence is mutual implication. Obviously,
mutual implication is the validity of the biconditionai.
For example, the equivalence of 'p q’ to ‘(p q)(q 2)’
stated in 1.6, can be shown through the validity of the
biconditional,

(P 2q) = (p =q)(q= p)
(T =2q) s (T -a)y(gz= ™)
(T=sT) s (T= THT -T)|(T = F) s (T F)(F =7T)
T & TT P2 FT
Ts T Fs F
T T
(F aq) a (F2>q)(qz F)
(Fs Ty s (F= T)(T= F)|(F=2 F)s (F= F)(F DF)
Fa TF T2 TT
FaF T= T
T T ‘

True under all ihterpretations; therefore, valid.

2. Quanti

cation Syntactics
2.1. Conclusions may be inferred necessarily from
oremises provided the rules of a valid syllogism are met.
Inference in syllogisms depends upon the finer subsctructures
not upon the broad outward structures of sentences express-
ing prooositions. In truch functional syncactics, presented
in !, implication was based upon outward structure.
Consider the syllogism,
2.1.1. Nothing valuable is status quo supportive
2.1.2. Some learning is status quo supportive
2.1.3. Therefore, some learaning is not valuable
which is schematically
2.1.1. No P is M
2.1.2. Some S is M
2.1.3. Therefore, some $ is not P
'S’, 'P’, and 'M’' stand not for sentences but for terms.
Terms are -he finer substructures. Since terms do not have

tructh values but have extensions or are true or false of in-
dividuals, syllogistic syntactics is needed over and beyond

truth functional syntactics.

2.2. The argument in 2.1 is a syllogism because it
consists of three categorical sentences--two of which are
premises and one of which is a conclusion--and contains
three terms--the subject term, S, the predicate term, P, and
the middle term, M. )

Categorical sentences are of four kinds:

A: All S is P

E: No § is P

I: Some S is P

0: Some S is not P
A and E are universal, while I and O are particular. Ala?d
I, of course, are affirmative, and are called_iA‘ and "I .
since these are the first two vowels of ’affizmo’ whlc?
means I affirm. ‘Nego’ means [ deny, and so its vowels 'E

and 'O’ stand for negative categorlial sentences.

In the syllogism above, the premises are Z and I, and
the conclusion is O.

2.3. There are 256 possible forms of the syllogism,
for there are 4 syllogistic figures and 64 moods. The fig-
ures arise from the different ways of arranging the terms 1a
a syllogism, and are the following:

Figure 1 Figure 2 Figure 3 Figure 4

MP PM MP PM

SH SM MS _MS

SP SP SP SP
The moods arise from the fact that there are four §1nds ot
categorical sentences and three in a syllogism. 4 equals
64. The moods are as follows:
AAA AIA EAA EIA IAA 1IA OAA OI&
AAE AIE EAE EIE IAE IIE OAE OIE
AAI AII EAI EII IAL 11z OAI [0} 94
AAQ AlO EAQ EIO IAO I10 [e}:Y¢] Q10
AEA AQA EEA EQA IEA I0A OEA Q0A
AEE AOCE EEE EOQE IEE I0E QEE GOE
AEX AOI EEI EQI IET I01 OEI 001
AEO AQQ EEO EQO 1EC 100 OEOQ c00
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The syllogism presented inm 2.1. is Figure 2, Mood ElO.
2.4, Some rerms of the categorical sentences are dis-
tributed, i{.e., refer to every member of the class, wnlile
same are not. Where ‘D’ stands for distribuced and 73’
stands for undistributed, the following holds:
Kinds of Sentences

Subject Terms Predicate Terms

LS D u
E D o
I u It
o] U 0

2.5. A syllogism is valid if and only if the following
rules are mec:

2.5.1. The middle term must be distributed at leasc
once.

2.5.2 If & term is distributed in the conclusion,
it must be distributed in the premises.

2.5.3 From two negative premises, no conclusion
can be drawn.

2.5.4. From two particular premises, no conclusion
can be drawn.

2.5.5. If one premise is negative, the conclusion
must be negative,

2.5.6

If one premise is particular, the conclusion
must be particular.

To avoid having to apply the rules, in medieval times
code names were devised to remember the valid forms of syl~

logisms. The code names were as follows:
Filgurs 1 i 2 Figure 3 Fiqure 4
Barbara Cesare Darapci Fraesison
Celarent Camestres Datisi Bramantip
Darii Festino Pisamis Camenes
Ferio Baroco Ferison (AEO)}
{AAIL) (EAD) Felapton
{EAO) (AEO) Bocardo

The vowels indicate the mood, e.g., Barbara is AAA. No names
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were given to the forms of the syllogisms haviag weaken?d
conclusions, i.e., & particular conclusion inferred from two
universal premises.

The syllogism in 2.1 is Festino and so valid. Appeal

to the rules also would establisn valldicy.

2.6, Syllogistic arguments are_relatively simple.
Arguments usually come in more complex form, e.g..

2.6.1. There is a teacher that all students admire

2.6.2. Therefore, every student acdmires some
teacher or other
2.7. 1In contemporary quantification syntaczics, the

categorical sentences A, E, I, and O are symbolized as fol-
lows:

2.7.1. (x)(Fx = Gx)
2.7.2., [X){(Fx = -Gx)
2.7.3. {Ix){(Fx - Gx)
2.7.4., (3x)(Fx - -Gx)

In the A schema, the universal quantifier ’(x)’ is ap-
plied so that it may'be said thav all F are G. The schema
may be read:

Each x is such that if z is an F then x is a
G.

2.7.1.

Also in the £ schema, the universal quantifierwls :pé
plied. This application 1s required to say that ao F ar
as indicaced in the readoff,

Each x is such that if x is an F thean x is
not G.

2.7.2.

In the I schema, the existential quantifier ’(Sx)’Tgi
applied so that it may be said that some F are G.
schema may be read:

There is somethiang x such that x is an F and
X is a G.

2.7.3.

To dispel the rendering of I as (ax)}{¥x = Gx), the crivi-

i e b T L
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ality of the affirmation of such a form should be noced.
This form says that there is at least one obiect which is
non-F or G, for ‘F = G’ is equivalent to ‘F v G‘. That
there is one such object is bound to be true except in the
extreme case where F i1s true of everything in the universe.

Also in the O schema, the existential quantifier is
used. ‘(dx)’ is applied so that it may be said that some F
are not G. The schema may be read:

2.7.4. There is someching x such that x is an F and
x is not a G.

In all four schemata, x 1s merely a mark for cross-

reference to a quantifier. ‘F’ and 'G’ stand not for
sentences, as ‘p’ and ’'q’ do, but for terms. Terms, of
course, are finer substructures than sencences. It should

be noted that ‘.’ has been introduced for ’‘and’ and that
‘(x)’ is used instead of '(vx)’.

2.8. Terms can be either absolute or relative., Rela-
tive terms differ from absolutes terms insofar as they de-
scribe objects relative to further objects. For example, in
the sentence cited in 2.6,

2.6.1. There is a teacher that all students admire

‘teacher’ and ’‘student’ are absolute terms, while ‘admire’
is a relactive one. 'Fy’ may be used to symbolize y is a
teacher and ‘Gz’ to symbolize x is a student, but x admires
Y cannot be so symbolized. The symbolization presented in
2.7 is patently insufficient. To render x admires y, a two-
place predicate is required; it is symbolized as Hxy. Bes-
ides dyadic terms, there are also triadic ones, tetradic
ones, and so on; for example, ‘Hxyzw’ may stand for x
teaches y to 2 in w.

To complete the symbolization of 2.6.1, symbolization
must be extended even more beyond 2.7. Quantifications
within quantifications must be symbolized., Within the exis~
tential quantificacion, there Ls a teacher, there is an uni-
versal quantification, all learners admire. Consequently,
2.6.1 is symbolized as follows:

2.6.1. (FY)[FYy « (x)(Gx 2 Hxy)]
which may be read as follows:

2.6.1, There is somebody vy such that y is a teacher

141

and each x is such that if x is a student
then x admires y.

Moreover, in the conclusion cited in 2.6,
2.6.2. Every student admires some teacher or other

the quantifications are reversed so that the exisqent%al
quantification is within the universal as the symbolization
shows clearly:

2.6.2. (x)(Gx = (4y)}(Fy - Hxy)}

2.9. Although the rules of the syllogism were devel-
oped for determining the validity of three-term two-premise
arguments, their use may be extended to many-term‘many~
premise arguments provided these arguments can be broken
down into syllogistic parts. The limits of the syllogistic
method, however, cannot pe transcended where arguments in-
clude relative terms and quantificacions within quantilica-
tions. Other rules are required.

These rules are as follows: universal instanciacion
(UI), existential generalization (EG), universal generaliza-
tion (UG), existential instantiation (EI), and truch func-
tional inference (TF). UI and EG are obvious, where each
thing is an F one may infer an instance, i.e., (x)(Fx) lm-
plies Fy, and where there is an instance one may infeu cbac
there is something, i.e., Fy implies (dx)(Fx). UG and £I,

nowever, seem wrong-headed. It appears that one cannot con-
clude all from an inscance or an instance f£rom there being
something. But UG and EI are not such strong claims. What
is claimed is not

FY o (X){Fx) or (Ix)(Fx) = Fy
but only these existential quantifications,
(@y)[(Fy = (x)(Fx)} or (dy)((Ix)(Fx) 2 Fyl

That only existenial quantification of the condi;xonal
is claimed is indicated by noting--"flagging” according to
Quine--the variable involved. ‘Variable’ here is not used
in a mathematical sense, but simply has the sense of a pro-
noun that cross-references a quantifier. To allow for these
weakened links and yet have a justifiable deduction, in a
given deduction no variable may be £flagged more than ?nce,
and when flagged the variable must be alphabetically later
than all the other free variables of the schema it flags. A

PUUTR PRV AR
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free variable is one that is not governed by a quanctifier.
The final rule, TF, already has been explicated in 1.7,
2.10. In summary, conclusions may be inferred neces-
sarily from true premises if and only if the rules set tforth
in 2.9 are met. Two deductions will be presented to il-

lustrace the use of the rules. The implication escablished
in 1.9 can be set forth as the following deduczion:

* 1. p=q
* 2. r=-p

* 3. r=q (1) (2)7TF

u

4, (p2aq)(ro p)> (r =q) *

The fizst star stands for suppose and the succeeding stars
indicate consequences of the initial premises. Thus, 3 is
implied by 1 and 2. The implication is recorded as a valid
conditional, since implicacion holds if and only if the con-
ditional formed with the premises as antecedent and the con-
clusion as consequent is valid and the implication was es-
tablished by rules. When the implication is recorded as a
valid conditional, the star is letft behind to show that the
line holds absolutely and not relative to another line. The
numbers on the left are for reference and on the right for
reference back. On the right, the rules that justify the
steps are cited. In this deduction only one rule was util-
ized, truth functional inference (TF), since finer struc-
tures of the sentences were not involved. However, in the
next deduction more rules than TF are utilized, since the
deduction involves terms.

This deduction is the one cited in 2.6 and it may be
established as follows:

* 1 (dy) JFy . (x)(Gx > Hxy)]

* 2 Fy .« (x)(Gx = Hxy) (1) EI y

¢ 3. Fy (2) TF

s 4, (X) (Gx > Hxy) {2) TF

® S5. Gx o Hxy (4) UI

** 6. Gx

** 7. Fy . Hxy (3)(5)(6) TF
*% 8 (Y)Y (Fy . Hxy) (7) EG

* 9. Gx 5 (3y)(Fy . Hxy) *

® 10, (x)[Gx D (Fy)(Fy - Hxy)] (9) UG x

1. (3y)[Fy . (x)(Gx o Hxy)] D (x)(Gx> (Zy)(Fy - Hxy)]*
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It should be noted that on the right hand side when cthe
rules that demand flagging are used, i.e., EI and UG, the
variables so flagged ars cited so that one can check whether
the variables are flagged only once and each is alphabeti-
cally later than all the ather free variables of the sciema
it flags. In this deduction, y and x are the flagged vari-
ables as cited in 2 and 10 and they do meet the require-
ments. Also, in this deduction, there is a deduction within
4 deduction--8 is implied by 6--as indicated by the double
stars.
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19, v..o(__2) for all ..., ___
20, .. ... only if ___
PR ... is not an element of ___
APPENDIX II 22, .. A~ __. .. is equivalent vo ___
. . . . P V] et RN c s
This appendix will presenct the translation of the : f - eitier or ... and not both
syntactical symbols used in the SIGGS Theory Model. 24, ...27 power set of .
Logico-mathematical Symbols Verbal Symbols 25. € ‘complement of with respect
o v =pg .. ... equals by definition ___ co
) . i i £
2. (...} set of elements 26. n(...) cardinality of ..
27. e
3. —— ... such that ___ | I absolute value of
) 28, a... increment of ...
4. ...og Ll .. 1s less than or equal to ___
29, ... - .. omir
S, ... A L. ... and ___ ——— minus ___
i ) 30. max ... maximum ...
[ R ... 1s greater than or equal to
——- n
. ~ 310y oelld union of ... where .. is indexed
7. e B __ ... is equal to ___ P& 1 from 1 to n
8. ¢...(___) that ... such that __. 32, ... UL union of ... and ___
9. v € L. ... is an element of ___ n
. 330 04 ..l conjunction of ... where ... is
10, 3...(..0) there is a ... such thac __. i=1 indgxed from 1 to a
D R S «+« 1ls less than ___ 4. ...on ___ intersection of ... and __.
12 (vviyp, 1) n-tuple of ... and ___ and n 15, s oL ’ ... is greater than ___
X N G | cesoat L 36, ... = ___ ... invo ___
14. e € ... precedes ___
15 37. R A summation of ... where ... is
. coeoplus ___ i=1 indexed from 1 to n
16, ... o ___ ... is concained in ___ 38, ...g union of ... as e varies
eg___. over ___
7. oooox Cartesian product of ... and ___ €

18, .. A __. ... is not equal to

HS
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summation of as e varies

over

... Yyields

1.
2.

3.

4.

APPENDIX III

The SIGGS Theory Model is presented as follows
citation of term which takes the form, n. ...,.__

where ‘n’ stands for a number which indicates order of
presentation
‘...’ stands for a term
*_._' stands for a symbol for the respective term
definition of term, unless term is primitive, which
takes the forms,

2.1. natural language definition which takes the form,
n.l. ... 1is

where ‘.1’ stands for a natural language
definition
'...' stands for a defiasiendum

‘_..' stands for a defipiens

2.2. logco-mathematical definiton which takes the
form, n.2. ...pf

where '.2’ stands for a logico-mathematical
defiaition
'=pg’' stands for equals by definition
universe of discourse,
component, s
group, S

3.1. A group is at least two components that form a
unit within the universe of discourse.

3.2. S =pg { s3] 1siAaisnaAany?2}

characcerization, CH
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5. Ailnformation, I 7-1. directed affect relation, RDA
5.1. Information is characterization of occurrences. 7-1.1. A directed affect relation is an affect
relation in which one or more components
5.2. I =pg CH e = {e ) epltc,v,) € D)} have a channel to one or more other
components.
5-1. selective information, Ig
7-1-2. Rpy =pf R | R =S x S AR F P s ¥(sgis9)
5-1.1. Selective information is information which has
alternatives. ({(sg/s3) €R=. 54 cig(83) A sy # s3)
5-1.2. Ig =pf I | ic{f{c,v) e p A0 <v Av <1) 7-1-1 direct directed affect relation, RBA
5-1-1. onditional selective information, Ig 7-1~1.1. A direct directed affect relation is a
directed affect relation in which the
$-1-1.1. Nonconditional selective informatlion is channel is through no other components.
seiective information which does not L
i i inf { 1.1 - Vo, .
‘ depend on other selective informacion, 7-1-1.2. Rpa =pf Rpa sJ £ r*(s;:)
5-1-1.2. I¥ =3¢ Ig| dn(nz 1 A I = L) 7-1-2. jindirect directed affect relation, Rpa
i n
5-1-2, condizignal selecxzive ipformation, Ig 7-1-2.1. An indirect directed affect relation is a
directed affect relation in which che
5-1-2.1. Conditional selective information is channel is through other components.
selective information which depends
upon other selective information. 7-1-2.2. Rpp =pg¢ Rpp ! S £ Tl(si) A sy € To(si)
5-1-2.2. I§ =pg Ig| I € Cq|g
6. f_selective informavion, I(Ig ,Ig r+-/ 8. stem, S
Ig 140y Ig )
\ B 8.1. A system is a group with at least one affect
6§.1. Transmission of selective information is a Zflow of relation which has informatioun.
selective informacion.
8.2. § =p¢ S ang{ty A B AYRZ(Rp € ny =Ry €8 x S
. Df alta a(Ry a A
6.2. I(ISL,ISZ,...,Is;,...,IS“) =p¢ T(IS1(t1),152(h2), _ 3 ~ i
* ' - Ads(oF P »TI(L £w s I ~Rp T an{ ncRp
Ti<Tji4l -
AT ~n) Ta§'(S" €S AL ~S9N))N)
Ig (ti)seeerlg (EL))
i ja} 9. negasystem, S
7. elation, Rp
9.1. A negasystem is the components not taken to be in
7.1 An affect relation is a connection of one or mare a system.
components to one or more other components. ¢
9.2. = ¢St ¢S
7.2. Ra epg R| R oS xSa RS AY(sy, sy DE *u WSt o
- 10. condition, E



11.

13.

14,

15.

17.

18.
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system state, ST3Z

11.1. A system state is a gystem’s conditions atc a
given time.
11.2. STy =p¢ (E] +F(ee(E(S(e))N}

negasystem state, STg

12.1. A negasystem state'is a negasystem's conditions
at a given time.

12.2. ST¢ =pz (E ] «BCet(EB ()

system oropercy, Pg

13.1, A system property is a system’s conditions.
13.2. Pg =p¢ (3] E(5)}

negasystem proverty, Pg

14.1. A negasystem property ils a negasystem’s

condicions.
14,2, Pg =p¢ (B ] E(E)N)
value, V

system properny state, STP§

16.1. A system property state is a system property’s

value at a given time.

16.2. S"[‘L-,._§ =pg Ve PELe(V(P3(t)))
negasystem property _state, ST9¢

17.1. A negasystem property state 1s a negasyscem
property’s value at a given time.

17.2. S'rpg =nf LVLPth(V(Pﬁ(t)))
system enviroument, EF

18.1. System environment is a negasystem of at

least two components with at least one affect
relation which has selective information.

19.

20.

21.

22.

23,

24,
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18.2. Eg =pg {S | n(¥) 22 AdRAR, # # AVRA(Ry € Rp
2Ry c¥x ¥ adsgvig € Jg .=2Ig~ Ry ¥
n
IR(R © Ri AIg~R)TV asS(S'c E Alg~SHN)N

negasystem_environment, Eg

19.1. Negasystem environment is a system with
selective information.
19.2. Ef =p¢ (Bl (3 | Ig(SH(H)

system environmental change, EC3

20.1. System environmental change is a difference in
system environment.
20.2. ECg =pg (S| 'STEg(t + 4t) - STEg(t)I 24}

negasystem environmental change, EC?

21.1. Negasystem environmental change is a difference

in negasystem environment.

212, BCf =pg (F| ISTgger v ou) - sTH(EI] 26

toput, TP

22.1. Toput is system environment.

22.2. TP =pg Ej

input, IP

23.1. Input is a system with selective informatiom.
23.2. IP =p¢ {§ 1 Ig(5H}

fromput, FP

24.1. Fromput is negasystem environment.

24.2.

FP =pg Ef



25,

26.

27.

28,

29.

30.

31.

Qutput, OP

25.1. Output is a negasystem with selective
information.

25.2. 0P =gg (¥ | Ig(H)}
storeput, SP

26.1. Storeput is a system with input that is not
fromput.

26.2. SP =pg Ig(IP|FP)
feedin, FI

27.1. Feedin is transmission of selective information
from a negasystem to a system.

27.2. FI =p¢ 1(TP,IP)
feedout, FO

28.1. Feedout is transmission of selective information
from a system to a negasystem.

28.2. FO =p¢ I(FP,0P)

feedthrough, FT

26.1, Feedthrough is transmission of selective
information from a negasystem through a system
to a negasystem.

29.2., FT =p¢ 1(TP,IP,FP,OP)

feedback, F8

30.1. Feedback is transmission of selective
information from a system through a negasystem
to a system.

30.2. FB =pg 1(FP,0P,TP,IP)

filtration, FL

31.1. Filtration is restriction of environment.

31.2. FL =pg |max S$Tqp - STppl 2 6

32.

33,

34.

35.

37.

as.

spillaqge, SL

32.1.
32.2.

Spillage is restriction of feedin.

SL =p¢ | max STpy - STpyl 28

regulation, RG

33.1.

33.2.

Regulation is adjustment of fromput.

RG =pg | STpp(t + At) - STpp(t)l Z b

compatibjlity, CP

34.1.

34.2,

Compatibility is commonality between feedin and
feedout,

CP =pg B(FI,FO)

openness, O

35.1.

35.2.

Openness is either feedin or feedout.

O =pg STpp *+ STpg - STcp = 4

adantability, AD

36.1. Adaptability is difference in conpatibility
under system environmental change.

36.2. AD =pg ISTep(t +ot) - STep(t)| 2 6 A ECg

efficiency, EF

37.1., Efficiency is commonality between feedthrough
and toput.

37.2. EF =pg¢ B(FT,TP)

complete connectivity, CC

38.1.

38.2.

Complete connectivity is every two components
directly channeled to each other with respect to
affect relations.

CC =pg &"j(Rj cnp A VR, € Rp=> Ry = RBa |

(s5,81) € R))




39.

40.

41.

42,

43.

strength, SR

39.1. Strength is not complete connectivity and every
two components are channeled to each other with
respect o affect relations.

v '

39.2.. SR =pg A A Cup A TRA(Ry € np .= Ry # Rhp A
Rp = Rpp | (s§,8:1) € R))

unilateralness, U

40.1. Unilateralness is not either complete
connectivity or strength and every two

components have a channel becween thlem with
respect to affect relations.

1 .
40.2. U =pf Twiplea cnp A YRA(Ry €ap = Ry = Rpa!
(s45.84) ¢ R))
weakness, WE
41.1. Weakness is not either complete connectivity or
strength or unilacteralness and every two

components are connected with respect to affect
relations.

41.2. WE =pg TRp(ra © np A YRR(Ry €y = Ra # Rpa))

disconnectivity, DC

42.1. Disconnectivity is not either complete
connectivity or strength or unilateralness or
weakness and some components are not connected
with respect to affect relations.

42.2. DC =pg 3wplep < ap A YRR(Rp € ip =
28189 ((81,89) £ Ra)))

vulnerability, VN

43.1. Vulnerability is some connections which when

removed produce disconnectivity with respect
to affect relacions.

et LN v b e Mt e AR ) (g

bl T

44,

45.

46.

47.

48.

49.
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43.2. VN =p¢ gnAO\A S A YRp(Rp € NA .= Ry =R
ReS xS AFR (RS R A DC(SIR - R")))

passive dependency, Dp

44.1. Ppassive dependency is components which have
channels to them.

44.2. Dp =pg EA(AC S AYS(s € A =To(s) # B))

aczive dependency, Dp

45.1. Actlve dependency ls components which have
channels f£rom them.

45.2. Dy =p¢ FA(AS S Av¥s(s £ A = Tg(s) # 4))

indenendence, I

46.1. Independence i3 components which do not have
channels to them.

46.2. I =5z TA(AC S A AFS A¥s(s €A =ig(s) = @)

seqgregazion, SG

47.1. Segregation is independence under system
environmental change.

47.2. SG =pg I ST(t +it) - sTy(r) ! S 5 A ECg
interdependency, ID
48.1. Interdependency is components which have

channels to and from them.
48.2. ID =pg IACAC S AVs(s € A =. [o(s) # 0
ATo(s) £ )
wholeness, W

49.1. Wholeness is components which have chanaels
to all other components.

49.2. W =pp GA(AC S AVsj(s; € A= Ysy(sj £ si=

5§ €lg(s1))))

o

T R R A




50.

51.

52.

53.

54.
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integration, IG
50.1. Integration is wholeness under system
environmental change.
50.2. IG =pgl STy(t + ar) - sTy(t) | £ 5 A £Cg
hierarchical order, HO
S1.1. Hierarchical order is levels of subordination
of <components in each level with respect
to affect relations.
51.2. HO =p¢ drpalitpy € np A ¥YRp €npy .2 Rp =
n n+l n
Cir Ryyu (RT3 AA (Ry N Riyy =
i=1 i=1 i=1
n+l m
R'y'N Ry = Ry NR'; = 0y A .A (R"y = ’U R’j A
i=1 j=1
n
SR(R"§)) A A (D(Rg) & R(R'1) A R(Ry) <
i=1

D(R'j,.1) » Ry # H)))
flexibility, F
52.1. Flexibility is different subgroups of components

through which there is a channel between two
components with respect to affect relations.

52.2. F = pg dnpp('pa © "p A YRp{(Ry € "pp- = Ze(¥sj(s; €
s =v5j(sj €S A (sg,sy) €Ry = IS'(S'€2 A
3" (S" € o A ST N S" = (53,84} Adm(m 2 1A
Ia(n > 1 A sy €7Bi(sy) A sy €75 NNND
homomoronism, HM

53.1. Homomorphism is components having the same
connections as other components.

53.2. HM =pg SS'(S° C S A IS°(S" €S Adee | 5T 25T
lsomorphism, IM

. o YA
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55.

56.

57.

58.

60.
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54.2. IM =pg iS'(S'C S A dS"(S" C S Ad~(~ | ST ~S§")
automorphism, AM
55.1. Automorphism is components whose connections can
be transformed so that the same connections
hold.
$5.2. AM spg 35°(S'e S A (v 1S’ = §'))
compactaess, CO

56.1. Compactness is average number of direct chaanels
in a channel between components.

56.2. CO =pp 3p(Ssi(s; € SI\ESj(Sj € S /\VSK(SKE S

VSp(sp € S . d(Si,Sj) 2 d(sy,Syp) A 3n(n = STgy #
n
= d(si,sj) - d{sg,Sq)
k=1 > =)y
m=1 n“ - n
k#m
centralicy, CE

57.1. Centrality is concentration of channels.

§7.2. CE =pg z:A(AC S AY¥B(Bc S = fwpa(npp ©an
Rpa(Rpay €%pa - ‘ORDA(B)C \oRDA(A)))))

size, SZ

58.1. Size is the number of components.

58.2. sz =pf n({sy,....80})

gomplexity, CX

59.1. Complexity is the number of connections.

59.2. CX =p¢ n{ 1 Rp)
RAtnA
gelective informationness, SI

60.1. Selective informationness is amount of selective
information.

i
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61.

62.

63.

64,

65.

66.

67.

1
§0.2. SI =pf CZI p(c) loq—To—(C—)-
size growth, G
61.1 Size growth 1s increase in size.
61.2. 1IG =pg STgz(t + 8%t) 2 STgz(t)
goﬂg;ex;ty growth, XG '
62.1 Complexity growth 1is increase in complexity.
62.2. XG =pg STcx(t + at) 3 STex(®)

ing i wt TG
selective information dro th,

i is increase in
63.1 Selective information growth is i
o selective information.

§3.2. TG =gg STgr{t + at) 2 STsr(®)
size degeneracy, D

i T in size.
64.1 Size degeneracy is decrease in s

< t
64.2. D =pg STgz(t + 3%) = STgz(t)

QQEQLﬁKA&!.QEQQﬂQAQQL! XD
65.1 COﬂplEXLCY degeneracy is decrease in COHPLGXLt[-

65.2. XD =pg STcx(t + 8F) < STeyx(t)

' = 2 4 ’
selective information degeneracy D

i is decrease in
66.1 Selective information degeneracy is

selective information.
66.2. TD = pg STgri{t +at) < STgr(t)
stability, SB

i to
67.1 Stability is no change with repect

conditions.

67.2. SB =pg ST3(ty) n S5T§(t2) 7 8
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68. state steadiness, SS
68.1. State steadiness is stability under system
environmental change.
68.2. SS =p.) STsp(t + 8t) - STgz(t)| S ~ A ECg
69. state dete;minancz, SD
69.1. State determinancy is derivability of conditions
from one and only one state.
69.2. SD =p, IoTE(IST'Q(ST'y €47y A ST g(t + 4%) .o
JA(L S ST'g A ST g STV ¢ 875 A ST"35(t)a
ST"z FRA))))
70. equifinalicy, EL
70.1. Equifinality is derivability of conditions
from other states.
70.2.

71.

72.

Bl =pfg ZaT/gm(v s '5(ST'5 € 8T'35 A ST'g(t +at) ,=
SRR ST'g A 38T g(s7'y = {ST"g ) 1S ia i S g &
R 22} AYSTy(ST'g ¢ 87"5 A STUg(t)

ST's Fay )
homeostasis, Hs
71.1.

el

Homeostasis is equifinalit

€ Y under system
environmental change.

71.20 HS 4y ISTgrit + at) - STgr(t) | $4 A ECq
stress, SE

72.1. Stress is change beyond certain limits of
negasystem stace.
72.2. SE =p¢ HTﬂt+At)—STyt)l 36




e

73. strain, SA

73.1. Strain is change beyond certain lLimits of
system state.

73.2. SA =pg ISTg(t + At) ~ STg(t) | 24

The descriptions in the model are of two kinds:

in-

direct ones required for direct description of any system
which are presented through primitive terms (undefined
terms) and defined terms, and direct ones desc:;b;ng any
system which are presented through defined terms.. Table 1
is a list of the former, while Table 2 is a list of the lat-

ter. These tables are on the pages to follow.
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PRIMITIVE
1. universe of discourse, 10. condition, F
2. component, s 15. value, Vv
4. characterization, CH
DEFINED
3. group, S 7-1-1. direct directed N
affect relation, Rp,
5. information, I 7-1-2. indirect directed .
affect relation, Rju
5-1, selective information,Ig 9. negasyscem, ?
5-1-1. nonconditional 12. negasystem state, STF
selective o
information, I l4. negasystem property, P¥
5-1-2. c¢onditional 17. negasystem property
selective stace, STng
information, I§ )
19. negasystem environment,
6. transmission of selective Eg
information,
I(ISL'ISZI""ISLI""Isn) 21, negasystem
environmental change,
7. affect relation, Rp ECZ
7-1. directed affect 24. fromput, FP

reterton foa 25 tput, OP
. output,

Table 1: Indirect System Descriptions

(19, 21, 24, and 25 are negasystem properties.)
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NON-PROPERTIES

8. system, S 13. system property, Pg
11. system scate, STy 16. system property stace,
STPg
PROPERTIES
18. sysiem environment, Eg 48. interdependfncy, D
20, system environmental 49. yholenesg, W
change, ECZ | 50. Lnteqrat%on, IG ,
22. toput, TP 51. hierarchical order, HO
23. input, IP 52. flexiblity, F
26. storeput, S? 53. homomorphism, HM
27. Zeedin, FI S4. isomorphism, IM
28. feedouz, FO S3. automorphism, AM
29. feedthrough, FT 56. compactness, EO
30. feedback, ¥38 57. cgnc:al;ty, CZ
31, filtracion, FL sg. s;zei Sz~ x
32. spiilage, SL 59. complexity, C! . B
33. régulagién, ]G 60. selective informatlion, Si
34, compartibiliwy, C? 61. size growth, IG :
35. openness, O 62. compleXLEy'ggowch,.XG
38, a&ao:ability, AD 63. selective informacion .
37. efflciency, EF s g;owtg, TE racy, 20
38. complete connectivity 4. size degene . .
cc ' 65. complexity degeneracy, XD
39, surength, SR 66. selective information
40. unilateralness, U degggegacy, TD
41. weakness, WE 67. stabilitcy, §B
42. disconnectivity, DC 68. state steadiness, SS
43, vulnerability, VN 69. state det?rm;nancy, SD
44. passive dependency, Dp 70. equlflnal+ty, EL
45. active dependency, Dp 71. homeostasis, HS .
46. independency, [ 72. stress, SE -
47. segregatcion, SG 73. strain, SA .
Table 2: Direct System Descriptions )
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